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ABSTRACT
A pattern is of utility to a person if its use by that per-
son contributes to reaching a goal. Utility based measures
use the utilities of the patterns to reflect the user’s goals. In
this paper, we first review utility based measures for itemset
mining. Then, we present a unified framework for incorpo-
rating several utility based measures into the data mining
process by defining a unified utility function. Next, within
this framework, we summary the mathematical properties
of utility based measures that will allow the time and space
costs of the itemset mining algorithm to be reduced.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
data mining

General Terms
Measures

Keywords
Data Mining, Knowledge Discovery, Interestingness Mea-
sures, Utility Based Measures, Utility Based Data Mining

1. INTRODUCTION
Data mining can be regarded as an algorithmic process that
takes data as input and yields patterns, such as classification
rules, itemsets, association rules, or summaries, as output.
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For example, frequent itemsets can be discovered from mar-
ket basket data and used to derive association rules for pre-
dicting the conditional probability of the purchase of certain
items, given the purchase of other items [1, 2, 9]. An item-
set is a set of items. The goal of frequent itemset mining is
to identify all frequent itemsets, i.e., itemsets that have at
least a specified minimum support, which is the percentage
of transactions containing the itemset. In this paper, we
focus on itemset mining.

Interestingness measures can play an important role in knowl-
edge discovery. These measures are intended for selecting
and ranking patterns according to their potential interest
to the user. For example, itemset mining is based on the
assumption that only itemsets with high support are of in-
terest to users. That is, the support measure uses frequency
as an estimate of the utility of a pattern to a user.

Measuring the interestingness of discovered patterns is an
active and important area of data mining research. A com-
prehensive study of twenty-one measures that were origi-
nally developed in diverse fields such as statistics, social sci-
ence, machine learning, and data mining is presented by
Tan et al. [19]. Hilderman and Hamilton [8] theoretically
and empirically evaluated twelve diversity measures used as
heuristic measures of interestingness for ranking summaries
generated from dataset. Yao et al. [21] presented a simple
and unified framework for the study of quantitative mea-
sures associated with rules. Most research on interestingness
measures has focused on using a statistical or mathematical
method to evaluate the usefulness of rules [10], but such a
method is not trivial for a human expert to understand. In
general, it is not easy for user to choose one of the mea-
sures, because even data mining specialists or practitioners
may not be familiar with all available measures.

In practice, the frequency of occurrence may not express the
semantics of applications, because the user’s interest may
be related to other factors, such as cost, profit, or aesthetic
value. For example, simply choosing the frequent itemsets
does not reflect the impact of any factor except the frequency
of the items. The usefulness of the support measure is re-
duced by problems with the quantity and quality of the min-
ing results. First, a huge number of frequent itemsets that
are not interesting to the user are often generated when the
minimum support is low. For example, there may be thou-
sands of combinations of products that occur in 1% of the



transactions. If too many uninteresting frequent itemsets
are found, the user is forced to do additional work to select
the rules that are indeed interesting. Second, the quality
problem is that support, as defined based on the frequency
of itemsets, is not necessarily an adequate measure of a typi-
cal user’s interest. A sales manager may not be interested in
frequent itemsets that do not generate significant profit. In
other word, frequent itemsets may only contribute a small
portion of the overall profit, whereas non-frequent itemsets
may contribute a large portion of the profit [12]. The follow-
ing example shows that support based itemset mining may
lead to some high profit itemsets not being discovered due
to their low support.

Example 1. Consider the small transaction dataset shown
in Table 1 and the unit profit for the items shown in Table 2.
Each value in the transaction dataset indicates the quantity
sold of an item. Using Table 1 and 2, the support and profit
for all itemsets can be calculated (see Table 3). For example,
since for the 10 transactions in Table 1, only two transac-
tions, t8 and t9, include both items B and D, the support of
the itemset BD is 2/10 = 20%. Since t8 includes one B and
one D, and t9 includes one B and ten Ds, a total of two Bs
and eleven Ds appear in transactions containing the itemset
BD. Using the Table 2, the profit for each item B is 100 and
the profit for each item D is 1. Thus, the profit of the item-
sets BD could be considered to be 2 × 100 + 11 × 1 = 211.
The profit of the other itemsets in Table 3 can be obtained
in a similar fashion. Supposing that the minimum support
is 40%, the frequent itemsets in Table 3 are D, A, AD, and
C, but the four most profitable itemsets are BD, B, AC,
and CD, all of which are infrequent itemsets.

Transaction ID Item A Item B Item C Item D
t1 4 0 1 0
t2 2 0 0 6
t3 0 0 1 30
t4 3 0 0 5
t5 1 0 0 6
t6 4 0 2 10
t7 2 0 0 8
t8 1 1 1 1
t9 0 1 0 10
t10 5 0 0 9

Table 1: A transaction dataset.

Item Name Profit ($)
Item A 5
Item B 100
Item C 38
Item D 1

Table 2: The profit table for the items.

In general, a pattern that is of interest to one user may not
be of interest to another user, since users have different lev-
els of interest in patterns. The support measure reflects the
frequency of combinations of items, but it does not reflect
their semantic significance. Thus, a user may incur a high
computational cost that is disproportionate to what the user
wants and gets [14]. A natural way for interesting measure

Itemsets Support (%) Profit ($)
A 80 110
B 20 200
C 40 190
D 90 85

AB 10 105
AC 30 197
AD 70 135
BC 10 138
BD 20 211
CD 30 193

ABC 10 143
ABD 10 106
ACD 20 150
BCD 10 139

ABCD 10 144

Table 3: The support, and the profits of all itemsets.

may allow a user to express his or her concern about the
usefulness of results since only the user know his or her in-
formation need. That is, to allow data mining to further
its impact on real-world applications, it is appropriate to
consider user-specified interestingness, which bring more se-
mantics of applications into data mining process and evalu-
ate how user’s expectation affect the data mining process.

To make clear the opportunity for a unified framework, we
survey measures of interestingness for utility based data
mining of itemsets. Utility based data mining refers to al-
lowing a user to conveniently express his or her perspec-
tives concerning the usefulness of patterns as utility values
and then finding patterns with utility values higher than a
threshold [20]. A pattern is of utility to a person if its use
by that person contributes to reaching a goal. People may
have differing goals concerning the knowledge that can be
extracted from a data set. For example, one person may
be interested in finding the sales with the most profit in
a transaction data set. Another person may be interested
in finding the largest increase in gross sales. This kind of
interestingness is based on user-defined utility functions in
addition to the raw data [4, 5, 6, 11, 13, 16, 20]. In fact,
to achieve a user’s goal, two types of utilities for items may
need to be identified. The transaction utility of an item is
directly obtained from the information stored in the trans-
action dataset. For example, the quantity of an item in Ta-
ble 1 is a kind of transaction utility. The external utility of
an item is given by the user. It is based on information not
available in the transaction dataset. For example, a user’s
beliefs about the profit associated with items is expressed
in Table 2. External utility often reflects user preference
and can be represented by a utility table or utility function.
By combining a transaction dataset and a utility table (or
utility function) together, the discovered patterns will bet-
ter match a user’s expectations than by only considering the
transaction dataset itself. To find patterns that conform to
a user’s interests, in this paper, we present a unified frame-
work to show how utility measures are incorporated into
data mining process by defining a unified utility function.
Furthermore, three mathematical properties of this unified
utility function are identified to allow the time and space
costs of the mining algorithms to be reduced.

The remainder of this paper is organized as follows. In Sec-
tion 2, we survey utility based measures for mining itemsets.



A framework for incorporating these utility measures in the
data mining process is presented in Section 3. In Section 4,
the mathematical properties of utility based measures are
identified. Finally, conclusions are drawn in Section 5.

2. UTILITY BASED MEASURES
Researchers have proposed interestingness measures for var-
ious kinds of patterns, analyzed their theoretical properties,
evaluated them empirically, and proposed strategies for se-
lecting appropriate measures for particular domains and re-
quirements. In data mining research, most interestingness
measures have been proposed for evaluating itemsets and
association rules. In this paper, we concentrate on interest-
ingness measures that depend on the utility (usefulness) of
the itemsets.

We begin by reviewing pertinent notions used for itemset
mining. Adapting from the notation used in the descrip-
tions of other itemset mining approaches [5, 16], we let
I = {i1, . . . , ip, iq, . . . , im} be a set of items, where each item
is associated with an attribute of a transaction dataset T .
Each transaction tq in T is a subset of I. An itemset S is a
subset of I, i.e., S ⊆ I. To simplify notation, we sometimes
write an itemset {i1, . . . , ik} as i1 . . . ik; e.g., ABCD repre-
sents itemset {A, B, C, D}. We denote the support value of
itemset S as s(S) and the utility value of itemset S as u(S).

Definition 1. The transaction set of an itemset S, de-
noted TS , is the set of transactions that contain itemset
S, i.e., TS = {tq | S ⊆ tq, tq ∈ T}.

For instance, consider the transaction dataset shown in Ta-
ble 1, supposing itemset S is S = AD. By definition,
TS = {t2, t4, t5, t6, t7, t8, t10}.

A utility based measure is a measure that takes into con-
sideration not only the statistical aspects of the raw data,
but also the utility of the mined patterns. Motivated by the
decision theory, Shen et al. stated that the ”interestingness
of a pattern = probability + utility” [17]. Based on the
user’s specific objectives and the utility of the mined pat-
terns, utility-based mining approaches may be more useful
in real applications, especially in decision making problems.

In this section, we review utility based measures for item-
sets. Since we use a unified notation for all methods, some
representations differ from those used in the original papers.

The simplest method to incorporate utility is called weighted
itemset mining, which assigns each item a weight represent-
ing its importance [5, 11]. For example, the weights may
correspond the profitability of different items; e.g., a com-
puter (item A) may be more important than a phone (item
B) in terms of profit. Weights assigned to items are also
called horizontal weights [13]. The weights can represent
the price or profit of a commodity. In this scenario, two
measures are proposed to replace support. The first one is
called weighted support, which is defined as

supportw(S) = (
X
ip∈S

wp)s(S), (1)

where wp denotes the weight of item ip.

The first factor of the weighted support measure has a bias
towards the rules with more items. When the number of
the items is large, even if all the weights are small, the to-
tal weight may be large. The second measure, normalized
weighted support, is proposed to reduce this bias and is de-
fined as

supportnw(S) =
1

|S| (
X
ip∈S

wp)s(S), (2)

where |S| is the number of items in the itemset S.

The traditional support measure is a special case of normal-
ized weighted support, because when all weights for items
are equal to 1, the normalized weighted support is identi-
cal to support. The Weighted Items (WI) approach [5] and
the Value Added Mining (VAM) approach [11] use weighted
items to capture the semantic significance of itemsets at the
item level. Unlike frequent itemset mining, which treats all
items uniformly, both of these approaches assume that items
in a transaction dataset (columns in the table) have different
weights to reflect their importance to the user.

Lu et al. proposed another data model by assigning a weight
to each transaction [13]. The weight represents the signifi-
cance of the transaction in the data set. Weights assigned
to transactions are also called vertical weights [13]. For ex-
ample, the weight can reflect the transaction time, i.e., more
recent transactions can be given greater weights. Based on
this model, vertical weighted support is defined as

supportv(S) =

P
tq∈TS

wqP
t∈T w

, (3)

where wq and w denote the vertical weight for transactions
tq and t, respectively.

The mixed weighted model [13] uses both horizontal and
vertical weights. In this model, each item is assigned a hor-
izontal weight and each transaction is assigned a vertical
weight. Mixed weighted support is defined as

supportm(S) = supportnw(S) · supportv(S). (4)

Both supportv and supportm are extensions of the tradi-
tional support measure. If all vertical and horizontal weights
are set to 1, both supportv and supportm are identical to
support.

Objective oriented utility based association (OOA) mining
allows a user to set objectives for the mining process [17]. In
this method, the attributes are partitioned into two groups,
the target attributes and the non-target attributes. A non-
target attribute (called an nonobjective attribute in [17] is
only permitted to appear in the antecedents of association



rules. A target attribute (called an objective attribute in [17])
is only permitted to appear in the consequents of rules. The
target attribute-value pairs are assigned utility values. The
mining problem is to find frequent itemsets of non-target
attributes, such that the utility values of their correspond-
ing target attribute-value pairs are above a threshold. For
example, in Table 4 obtained from [17], Treatment is a non-
target attribute, while Effectiveness and Side-effect are two
target attributes. The goal of the mining problem is to find
treatments with high effectiveness and mild side effects. The
utility measure is defined as

u(S) =
1

s(S)

X
tq∈TS

u(tq), (5)

where S is the non-target itemsets to be mined (the Treat-
ment attribute-value pairs in the example) and u(tq) denotes
the utility of transaction tq. The function u(tq) is defined
as

u(tq) =
X

ip∈Cq

f(ip), (6)

where Cq denotes the set of target items in transaction tq

and f(ip) is the utility function of item ip, which denotes
the utility associated with ip. If there is only one target
attribute and its weight equals to 1,

P
tq∈TS

u(tq) is identical

to s(S), and hence u(S) equals to 1.

Continuing the example, we assign the utility values to the
target attribute-value pairs shown in Table 5 and accord-
ingly obtain the utility values for the treatments shown in
Table 6. For example, Treatment 5 has the greatest util-
ity value 1.2, and therefore, it best meets the user specified
target.

TID Treatment Effectiveness Side-effect
t1 1 2 4
t2 2 4 2
t3 2 4 2
t4 2 2 3
t5 2 1 3
t6 3 4 2
t7 3 4 2
t8 3 1 4
t9 4 5 2
t10 4 4 2
t11 4 4 2
t12 4 3 1
t13 5 4 1
t14 5 4 1
t15 5 1 1
t16 5 3 1

Table 4: A medical dataset.

The approach of Lu et al. [13] and OOA mining approach
[6, 17] both capture the semantic significance of itemsets
at the transaction level. They assume that transactions in
a dataset (rows in the table) have associated utility values
that reflect their importance to the user.

Effectiveness Side-effect
Value Meaning Utility Value Meaning Utility

5 Much better 1 4 Very serious -0.8
4 Better 0.8 3 Serious -0.4
3 No effect 0 2 A little 0
2 Worse -0.8 1 Normal 0.6
1 Much worse -1

Table 5: Utility values for Effectiveness and Side-
effect.

Itemset Utility
Treatment =1 -1.6
Treatment =2 -0.25
Treatment =3 -0.066
Treatment =4 0.8
Treatment =5 1.2

Table 6: Utilities of the items.

Hilderman et al. proposed the Itemset Share framework that
takes into account weights on both attributes and attribute-
value pairs [7]. The precise impact of the purchase of an
itemset can be measured by the itemset share, the frac-
tion of some overall numerical value, such as the total value
of all items sold. For example, in a transaction data set,
the weight on an attribute could represent the price of a
commodity, and the weight on an attribute-value pair could
represent the quantity of the commodity in a transaction.
Based on this model, in the Itemset Share framework, sup-
port is generalized. The count support for itemset S is de-
fined as

count sup(S) =

P
tq∈TS

P
ip∈S w(ip, tq)P

t∈T

P
i∈I w(i, t)

, (7)

where w(ip, tq) denotes the weight of attribute ip for trans-
action tq and w(ip, tq) > 0.

Similarly, the amount support is defined as

amount sup(S) =

P
tq∈TS

P
ip∈S w(ip, tq)w(ip)

P
t∈T

P
i∈I w(i, t)w(i)

, (8)

where w(ip) is the weight for attribute ip and w(ip) > 0.

Based on the data model in [7], Yao et al. proposed another
utility measure [20], defined as

u(S) =
X

tq∈TS

X
ip∈S

w(ip, tq)w(ip), (9)

where w(ip, tq) denotes the utility value of attribute ip for
transaction tq, w(ip) denotes the utility value of attribute
ip, w(ip, tq) > 0 and w(ip) > 0.

This utility function is similar to amount support, except
that it represents a utility value, such as the profit in dollars,
rather than a fraction of the total weight of all transactions
in the data set.



The Itemset Share (IS) approach [4] and the approach of
Yao et al. [20] capture the semantic significance of numerical
values that are typically associated with the individual items
in a transaction dataset (cells in the table).

Table 7 summarizes the utility measures discussed in this
section by listing the name of each measure and its data
model. The data model describes how the information rel-
evant to the utility is organized in the data set. All these
measures are extensions of the support and confidence mea-
sures. No single utility measure is suitable for every applica-
tion, because applications have different objectives and data
models. Given a data set, one could choose a utility mea-
sure by examining the data models for the utility measures
given in Table 7. For example, if one has a data set with
weights for each row, then one might choose the vertical
weighted support measure. By checking Table 7 carefully,
we find that the difference among these models are: (1)
different levels of granularity (item level, transaction level,
and cell level) are used to specify the semantic significance of
itemsets, and (2) different pruning strategies are developed
according to the properties of these measure functions. For
(1), we present a unified framework for utility base mea-
sures that incorporates existing utility based measures into
data mining process in Section 3. For (2), we summarize the
mathematical properties of the unified framework for utility
base measures in Section 4.

3. A UNIFIED FRAMEWORK FOR UTIL-
ITY BASED MEASURES

During the knowledge discovery process, utility based mea-
sures can be used in three ways, which we call the roles
of the utility based measures. Figure 1 shows these three
roles. First, measures can be used to prune uninterest-
ing patterns during the data mining process to narrow the
search space and thus improve the mining efficiency. For
example, a threshold for support can be used to filter out
patterns with low support during the mining process and
thus improve efficiency [2]. Similarly, a utility threshold can
be defined and used for pruning patterns with low utility
values [20]. Secondly, measures can be used to rank the pat-
terns according to the order of their interestingness scores.
Thirdly, measures can be used during post processing to se-
lect the interesting patterns. For example, after the data
mining process, we can use the chi-square test to select the
rules that have significant correlations [3]. The second and
third approaches can also be combined by first filtering the
patterns and then ranking them. For the second or third ap-
proach, utility based measures need not be incorporated into
the data mining algorithm. In this paper, we concentrate on
first method since it can improve the mining efficiency by
reducing the time and space costs of the mining algorithm.

Now, formal definitions of key terms used in our unified
utility framework for utility measures for mining itemsets
are presented.

We denote the utility value of an itemset S as u(S), which
will be described in more detail shortly.

Definition 2. The utility constraint is a constraint of the
form u(S) ≥ minutil.

Definition 3. An itemset S is a high utility pattern if u(S) ≥
minutil, where minutil is the threshold defined by the user.
Otherwise, S is a low utility itemset.

Based on the utility constraint, the unified utility framework
for utility measures is defined as follows.

Definition 4. The utility based itemset mining problem is
to discover the set H of all high utility itemsets, i.e.,

H = {S | S ⊆ I, u(S) ≥ minutil}. (10)

For example, consider the itemsets in Table 3. If u(S) is
the profit of an itemset S and minutil = 150, then H =
{B, C, AC, BD, CD, ACD}.

According to the survey presented in Section 2, u(S) plays
a key role in specifying utility based data mining problems.
Different utility measures use different formulas for u(S).

Now, we show how to define u(S) in terms of a user defined
utility function f . In Example 1, the profit of an item-
set reflects a store manager’s goal of discovering itemsets
producing significant profit (e.g., minutil = 150). A user
judges BD to be useful, since the profit of itemset BD is
greater than minutil. We observe that the semantic mean-
ing of profit can be captured by a function f(x, y), where
x is the quantity sold of an item and y is the unit profit of
an item. The usefulness of an itemset is quantified as the
product of x and y, namely, f(x, y) = x · y. The value of x
can be obtained from the transaction dataset and depends
only on the underlying dataset [18]. On the other hand,
the value of y is often not available in a transaction dataset
and may depend on the user who examines the pattern [18].
Thus, in this case, the significance of an item is measured
by two parts. One is the statistical significance of the item
measured by parameter x, which is an objective term inde-
pendent of its intended application. The other part is the
semantic significance of the item measured by parameter
y, which is a subjective term dependent on the application
and the user. As a result, f(x, y) combines objective and
subjective measures of an item together. The combination
captures the significance of the itemset for this application,
which reflects not only the statistical significance but also
the semantic significance of the itemset.

Definition 5. The transaction utility value of an item, de-
noted xpq, is the value of an attribute associated with an
item ip in a transaction tq.

For example, in Table 1, the quantity sold values in the
transactions are the transaction utility values. If i4 = D,
then x43 = 30 is the transaction utility value of item D in
transaction t3.

In this paper, we restrict transaction utility variable values
to numerical values, because, typically, transaction utility
information can be represented in this form.



Measures Data models Extension of
Weighted support Weights for items Support
Normalized weighted support Weights for items Support
Vertical weighted support Weights for transactions Support
Mixed weighted support Weights for both items and transactions Support
OOA Target and non-target attributes Weights on transaction for target attributes Support
Count support Weights for items and cells in data set Support
Amount support Weights for items and cells in data set Support
Count confidence Weights for items and cells in data set Confidence
Amount confidence Weights for items and cells in data set Confidence
Yao et al.’s Weights for items and cells in data set Support

Table 7: Utility based interestingness measures.
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Figure 1: Roles of utility based measures.

Definition 6. The external utility value of an item, de-
noted yp, is a real number assigned by the user such that
for any two items ip and iq, yp is greater than yq iff the user
prefers item ip to item iq.

The definition indicates that a external utility value is asso-
ciated with a specific value in a domain to express user pref-
erence. In practice, the value of yp is assigned by the user
according to his interpretation of domain specific knowledge
measured by some utility factors, such as cost, profit, or aes-
thetic value. For example, let i1 = A and i2 = B. Using
the Table 2, we have y1 = 5 and y2 = 100. The inequality
y2 > y1 reveals that the store manager prefers item B to
item A, since each item B earns more profit than each item
A.

By obtaining the transaction utility value xpq from a trans-
action dataset and the external utility value yp from the
user, a utility function to express the significance of an item-
set can be defined as a two dimensional function f(x, y).

Definition 7. A utility function f is a function f(x, y) :
(R, R) → R, where R is the set of real numbers.

Example 2. Consider the transaction dataset in Table 1
and the profit table in Table 2. Let items i1, i2, i3, and i4 be
items A, B, C, and D, respectively. Suppose that the user
defines utility function f(xpq, yp) as f(xpq, yp) = xpq · yp,
where xpq is the quantity sold of an item ip in a transaction
tq, and yp is the unit price of the item ip. Then f(x11, y1) =
4×5 = 20, which indicates that the supermarket earns $20 by
selling four As in transaction t1. Similarly, f(x21, y2) = 0,
f(x31, y3) = 1× 38 = 38, and f(x41, y4) = 0.

The utility value of an item is the sum of the values of the
utility function for each transaction.

Definition 8. The utility value of an item ip in an itemset
S, denoted l(ip, S), is the sum of the values of the utility
function f(xpq, yp) for each transaction tq in TS , i.e.,

l(ip, S) =
X

tq∈TS

f(xpq, yp). (11)

For example, consider the transaction dataset in Table 1
with the profit table in the Table 2. If S = ACD, then
TS = {t6, t8}, thus l(A, S) = 4× 5 + 1× 5 = 25.

The utility value of an itemset is represented by the sum of
the utility values of every item in the itemset.

Definition 9. The utility value of an itemset S, denoted
u(S), is the sum of the utility value of each item in S, i.e.,

u(S) =
X
ip∈S

l(ip, S). (12)

By substituting Equation 11 into Equation 12, we obtain

u(S) =
X
ip∈S

X
tq∈TS

f(xpq, yp). (13)

For example, given f(xpq, yp) = xpq · yp, for itemset S =
ACD, we have TS = {t6, t8}, then u(S) = l(A, S)+l(C, S)+
l(D, S) = 5× 5 + 3× 38 + 11× 1 = 150.



Equation 13 indicates that user plays an important role in
utility based itemset mining process since a user can mea-
sure the semantic significance of the itemset by using his
own utility function f(x, y). Therefore, an itemset that is of
interest to one user, may be of no interest to another user,
since users have different levels of interest in itemsets, as
expressed by their utility functions. In other word, different
itemsets may be discovered for two users according to their
interests, as expressed by their utility functions.

Based on the utility formulation of an itemset (Equation (13)),
an efficient algorithm, called UMining [20], has been devel-
oped to find the high profit itemsets from a dataset.

Now we show that the utility function f(x, y) is a unified
utility function. Let c be a constant. Table 8 summarizes the
semantic significance of this unified utility function at the
item level, the transaction level, and the cell level. Table 9
shows how to use our unified utility function to represent
all existing utility based measures described in Section 2. In
this framework, by defining deferent f(x, y), several existing
utility based measures can be obtained.

4. MATHEMATICAL PROPERTIES OF UTIL-
ITY BASED MEASURES

In this section, we analyze the mathematical properties of
the utility function f(x, y) to facilitate the design of efficient
mining algorithms that will reduce the time and space costs
of the mining process.

Three important mathematical properties of utility based
measures, namely, the anti-monotone (or monotone) prop-
erty, the convertible property, and the upper bound prop-
erty, have been identified and used in existing utility based
measures [1, 2, 5, 6, 13, 9, 16, 20].

Definition 10. [15]. A constraint C is anti-monotone iff
whenever an itemset S violates a constraint C, so does any
superset of S. A constraint C is monotone iff whenever an
itemset S satisfies a constraint C, so does any superset of
S.

By definition, the Apriori property [2] that applied to the
support measure is a special case of the anti-monotone prop-
erty that focuses only on the support constraint.

Definition 11. [15]. An itemset S1 = i1 . . . , im is a prefix
itemset of itemset S2 = i1 . . . , in if the items in S1 and S2

are listed in the same order and m ≤ n.

For example, suppose we are given an itemset ABCD. By
Definition 11, itemsets A, AB, and ABC are prefix itemsets
of ABCD with respect to the order 〈A, B, C, D〉

Based on the prefix itemsets of an itemset, the convertible
property of the itemset is defined as follows.

Definition 12. [15]. A constraint C is convertible anti-
monotone w.r.t. an order O on items if and only if whenever

an itemset S satisfies property P , so do any prefix itemsets
of S. A constraint C is convertible monotone w.r.t. an
O on items if and only if whenever an itemset S violates
property P , so do any prefix itemsets of S. A constraint C
is convertible w.r.t. an order O if and only if it is convertible
anti-monotone or convertible monotone w.r.t. the order O.

The following example shows a constraint that is convertible.

Example 3. Consider the profit table for the items shown
in Table 2. Let avg(S) ≥ 30 be a constraint on the av-
erage profit of the itemset S. We have avg(ABCD) =
(5 + 100 + 38 + 1)/4 = 36. If the items are sorted in unit
profit descending order, we get 〈B, C, A, D〉. The itemset
BCAD has BCA, BC, and B as its prefix itemsets w.r.t.
the order 〈B, C, A, D〉. Then we have avg(BCA) = 47.67,
avg(BC) = 69, and avg(B) = 100. The average profit of the
itemset BCAD is greater than 30, as are the average profits
for its all prefix itemsets according to the order 〈B, C, A, D〉.
By definition, the constraint avg(ABCD) ≥ 30 is convert-
ible anti-monotone w.r.t. the order 〈B, C, A, D〉. Thus, it is
convertible w.r.t. the order 〈B, C, A, D〉.

Definition 13. [15]. (Prefix monotone functions) Given
an order O over a set of items I, a function f : 2I → R is
a prefix (monotonically) increasing function w.r.t. O if and
only if for every itemset S and its prefix S′ w.r.t. O, f(S′) ≤
f(S). A function g: 2I → R is a prefix (monotonically)
decreasing function w.r.t. O if and only if for every itemset
S and its prefix S′ w.r.t. O, g(S′) ≥ g(S).

Theorem 1. [15]. A constraint u(S) ≥ v (resp. u(S) ≤ v)
is convertible anti-monotone (resp., monotone) if and only if
u is a prefix decreasing function. Similarly, u(S) ≥ v (resp.
u(S) ≤ v) is convertible monotone (resp., anti-monotone) if
and only if u is a prefix increasing function.

Before defining an upper bound property for utility based
measures, we first introduce some more terminology.

Definition 14. A k−itemset, denoted as Sk, is an itemset
of k distinct items.

Definition 15. The set of all (k − 1)−itemsets of a k-
itemset Sk, denoted Lk−1, is the set {Sk−1 | Sk−1 ⊂ Sk}

For the 4-itemset S4 = ABCD, by Definition 15, we have
L3 = {ACD, ABD, ABC, BCD}.

Definition 16. A nonnegative utility function f is a func-
tion f(x, y) : (R, R) → R+, where R is the set of real num-
bers, and R+ is the set of nonnegative real numbers.

A function f1(x, y) with range [−n, m], where n, m ≥ 0, can
be transformed to a nonnegative function by adding n to



Semantic Significance Utility Function f(xpq, yp) Utility Value u(S)

no semantic significance
∑

ip∈S f(xpq, yp) = 1 u(S) = s(S)

semantic significance on item
∑

tq∈TS
f(xpq, yp) = s(S) u(S) =

∑
ip∈S f(ip) · s(S)

semantic significance on transaction
∑

ip∈S f(xpq, yp) = c u(S) = c ·∑tq∈TS
f(tq)

semantic significance on cell
∑

ip∈S

∑
tq∈TS

f(xpq, yp) ≥ 0 u(S) =
∑

ip∈S

∑
tq∈TS

f(xpq, yp)

Table 8: Semantic significance of utility function.

Measures Unified Utility Function f(xpq, yp)

Support
∑

ip∈S f(xpq, yp) = 1

Weighted support
∑

ip∈S f(xpq, yp) = wp

Normalized weighted support
∑

ip∈S f(xpq, yp) = wp/|S|
Vertical weighted support

∑
tq∈TS

f(xpq, yp) = wq/c

Mixed weighted support f(xpq, yp) = wp · wq/c
OOA Target and non-target attributes

∑
ip∈S f(xpq, yp) = uq(S)

Count support f(xpq, yp) = w(ip, tq)/c
Amount support f(xpq, yp) = w(ip, tq) · w(ip)/c
Yao et al.’s f(xpq, yp) = w(ip, tq) · w(ip)

Table 9: Utility based interestingness measures.

all values. Also a nonpositive function f2(x, y) ≤ 0 can be
transformed to its absolute value, namely |f2(x, y)| such that
|f2(x, y)| ≥ 0. Thus, all results obtained for nonnegative
utility function can also be applied to function f1 or f2. Note
that f could be a monotone, a non monotone, a convertible,
or non convertible function.

Using Definitions 14-16, an upper bound on the utility value
of the itemset Sk can be obtained as follows.

Theorem 2. (Utility Upper Bound Property) [20]. Let u(Sk)
be the utility value of a k−itemset Sk defined according
to Equation(13) based on a nonnegative utility function f .
Then the following property holds

u(Sk) ≤
P

Sk−1∈Lk−1 u(Sk−1)

k − 1
(14)

Example 4. For a 4-itemset S4 = ABCD, by Defini-
tion 15, we obtain L3 = {ACD, ABD, ABC, BCD}. Thus,
by Theorem 2, we have

u(ABCD) ≤ u(ABC) + u(ACD) + u(ABD) + u(BCD)

3
.

It is important to realize that Theorem 2 indicates that the
utility value of itemset Sk is limited by the utilities of all its
subset of itemsets of size (k − 1).

By exploiting the anti-monotone (or monotone) property,
the convertible property, and the upper bound property, ef-
ficient algorithms have been developed. More precisely, the
Apriori algorithm [2] is based on the anti-monotone prop-
erty. The FICA algorithm suggested by Pei et al. [16] is
based on the convertible anti-monotone property, and the
FICM algorithm suggested by Pei et al. [16] is based on the
convertible monotone property. The UMining algorithm [20]
is based on the upper bound property. All these algorithms
reduced the number of the mined results by exploiting one
of the properties of utility based measures.

Now, we consider the mathematical properties of the util-
ity based measures discussed in Section 2. The Weighted
Items approach [5] and the Value Added Mining approach
[11] reflect the semantic significance of itemsets at the item
level by defining different weights on items. Since there is
always a decreasing order based on the weights of all items, a
prefix monotone function can be defined as

P
ip∈S f(ip) for

itemset S w.r.t. the descending order of the weights of the
items, where f(ip) is the weight of the item ip. The Vertical
Weighted Support approach [13] and the OOA approach [6]
capture the semantic significance of itemsets at the transac-
tion level. Since there is always a decreasing order based on
the weights of all transactions, a prefix monotone function
is defined as

P
tq∈TS

f(tq) for itemset S w.r.t. the descend-

ing order on the weights of the transactions, where f(tq) is
the weight of transaction tq. Thus, the utility functions of
the Weighted Items measure, the Value Added Mining, the
Vertical Weighted Support measure, and the OOA measure
satisfy the convertible property. The Mixed Weighted Sup-
port approach [13], the Itemset Share approach [4, 20] and
Yao et al. [20] capture the semantic significance of itemsets



at the cell level. Since these three approaches use a nonneg-
ative utility function, by Theorem 2, the utility function of
the Mixed Weighted Support measures, the Itemset Share
measures (count sup amount sup), and Yao et al. satisfy
the upper bound property. Table 10 summaries the math-
ematical properties of the utility based measures discussed
in Section 2.

Utility Measures Mathematical Property
Support anti-monotone property
Weighted support convertible property
Normalized weighted support convertible property
Vertical weighted support convertible property
Mixed weighted support upper bound property
OOA non-target attributes convertible property
Count support upper bound property
Amount support upper bound property
Yao et al.’s upper bound property

Table 10: Mathematical properties of utility based
measures.

Theorem 3. The mathematical properties of utility mea-
sures shown in Table 10 are correct.

Proof : For the support measure, Agrawal et al. [2] showed
that it satisfies the anti-monotone property. Now, we prove
that Equations (1), (2), (3), and (5) satisfy the convert-
ible property. For Equations(1) and (2), a prefix monotone
function can be defined w.r.t. the descending order of the
weights of the items. By Theorem 1, they satisfy the con-
vertible property. Similarly, for Equations (3) and (5), a
prefix monotone function can be defined w.r.t. the descend-
ing order of the weights of the transactions. By Theorem 1,
they also satisfy the convertible property. Now we prove
that Equations (4), (7), (8) and (9) satisfy upper bound
property. For Equations (4), wp > 0. For Equations(7), (8)
and (9), w(ip, tq) > 0 and w(ip) > 0. Thus, Equations (4),
(7), (8) and (9) are nonnegative functions. By Theorem 2,
they satisfy upper bound property. 2

Theorem 3 indicates that we can design an efficient prun-
ing strategy for these utility measures by using the identified
mathematical properties. In other words, it is possible to in-
corporate these properties into the algorithms used for these
utility measures.

5. CONCLUSIONS
This paper formalizes all existing utility measures for item-
set mining that are known to the authors. We provide three
research contributions towards utility based itemset mining
in this paper.

First, we formalize the semantic significance of utility mea-
sures. Existing utility based measures employ various rep-
resentations for the semantics significance of applications
for the same dataset, which lead to different measures and
procedures for determining interestingness. Based on the se-
mantics of applications, we classified the utility based mea-
sures into three categories, namely, item level, transaction
level, and cell level.

The second contribution is that we defined a unified util-
ity function to represent all existing utility based measures,
as shown in Table 9. According to our classification, the
transaction utility and the external utility of an itemset is
defined, and then a general unified framework was developed
to define a unifying view of the utility based measures for
itemset mining. That is, existing utility based measures can
be represented by this unified utility function.

The third contribution is that the mathematical properties
of the utility based measures were identified and analyzed.
These properties can facilitate the design of efficient pruning
strategies for utility based itemset mining and help current
itemest algorithms to reflect the different utilities by using
different pruning strategies.

Future research could consider a method for automating the
elicitation of different itemset utilities, and then incorporat-
ing these different utilities into current itemset mining algo-
rithms [2, 20]. In addition, to make our utility function more
practicable, the unified utility function could be extend to
a fuzzy utility function for fuzzy utility values.
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