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1. Introduction

Parallelising a program is a challenging task. One crucial aspect in this parallelisation of a program is the scheduling of the (sub)tasks on the processors of the parallel system. In the task scheduling area, a program is represented as a directed acyclic graph, called a task graph, where the nodes represent the tasks and the edges represent the communications between the tasks. Scheduling such a task graph on a set of processors for fastest execution is a well-known NP-hard optimisation problem [22,30], and many heuristics have been proposed [7,9,14,20,31,32,12]. The heuristics have to find the trade-off between high concurrency, i.e. tasks are distributed across the available processors as much as possible, and low interprocessor communication, as this is time consuming and negates the benefit of parallelisation.

Task duplication is a well-known technique to reduce the necessary communication between the processors. In this technique, certain crucial tasks are executed on more than one processor. The data they process is then locally available on different processors and less communication has to be sent between the processors. Again, many algorithms have been proposed that incorporate this technique into scheduling [3,8,14,15,18,19,21].

Communication is not only a problem on the algorithmic level, but also for the scheduling model itself. The classic model used by most scheduling algorithms heavily idealises the target parallel system. It is assumed that all communication can happen at the same time and that all processors are fully connected; in other words, there is no contention for communication resources. It is now increasingly recognised that this classic model is unrealistic, and that it does not suffice for accurate and efficient task scheduling [2,4,10,16,17,27–29]. Contention-aware scheduling algorithms depart from the classic model, and schedule not only the tasks, but also the edges on the communication resources. The one-port model is a simple model that considers end-point contention [2], which is generalised in the contention model that allows one to consider end-point and network contention in arbitrary types of network [25,27].

It is intuitive that avoiding or reducing interprocessor communication becomes more important under the contention model. Consequently, task duplication should be more beneficial under this model. To the authors' best knowledge, however, no task duplication algorithm to be used under a contention model has been proposed. In this paper, we propose a contention-aware task duplication scheduling algorithm. It works under the general contention model, and its algorithmic components are based on state-of-the-art techniques used in task duplication and contention-aware
algorithms. We investigate the fundamental changes to the scheduling model and discuss the proposed algorithm. An extensive experimental evaluation shows that our algorithm is far superior to contention-aware algorithms that do not use task duplication and to task duplication algorithms under the classic model.

We continue in the next section with a background on task scheduling, including the different models and basic algorithmic techniques. Section 3 then investigates the general consequences of task duplication under the contention model. In Section 4, we propose our novel algorithm, which is evaluated in Section 5 in comprehensive experiments. Section 6 concludes the paper.

2. Task scheduling

The program to be scheduled is represented by a directed acyclic graph (DAG), called a task graph, \( G = (V, E, w, c) \). The nodes \( V \) represent the program’s tasks and the edges \( E \) the communications between them. An edge \( e_j \in E \) represents the communication from node \( n_t \) to node \( n_f \). The positive weight \( w(n) \) of node \( n \in V \) represents its computation cost and the non-negative weight \( c(e_j) \) of edge \( e_j \in E \) represents its communication cost.

The set \( \{n_t \in V : e_j = e \} \) of all direct predecessors of \( n_t \) is denoted by \( pred(n_t) \) and the set \( \{n_s \in V : e_s = e \} \) of all direct successors of \( n_s \) is denoted by \( succ(n_s) \). A node \( n \in V \) without predecessors, \( pred(n) = \emptyset \), is named a source node, and if it is without successors, \( succ(n) = \emptyset \), it is named a sink node.

A schedule of a task graph on a target system consisting of a set \( P \) of dedicated processors is the association of a start time and a processor with each of its nodes: \( t_s(n, P) \) denotes the start time of node \( n \in V \) on processor \( P \). The node’s finish time is given by \( t_f(n, P) = t_s(n, P) + w(n) \), i.e. the node’s start time plus its computation costs, as homogeneous processors are assumed in this work. The processor to which \( n \) is allocated is denoted by \( proc(n) \). Further, let \( t_f(P) = \max_{n \in V} \{t_f(n, proc(n))\} \) be the processor finish time of \( P \) and let \( s(\delta) = \max_{n \in \mathbb{N}} \{t_f(n, proc(n))\} - \delta \) be the schedule length (or makespan) of \( \delta \), assuming that \( \min_{n \in \mathbb{N}} \{t_f(n, proc(n))\} = 0 \).

For such a schedule to be feasible, the following two conditions must be fulfilled for all nodes in \( G \). The Processor Constraint enforces that only one task is executed by a processor at any point in time, which means that, for any two nodes \( n_t, n_j \in V \),

\[
\text{proc}(n_t) = \text{proc}(n_j) = P \rightarrow \left( t_f(n_t, P) \leq t_f(n_j, P) \text{ or } t_f(n_j, P) \leq t_f(n_t, P) \right). \tag{1}
\]

The Precedence Constraint enforces that, for every edge \( e_j \in E \), \( n_t, n_j \in V \), the destination node \( n_j \) can only start after the communication associated with \( e_j \) has arrived at \( n_j \)’s processor \( P \):

\[
t_s(e_j, proc(n_j), P). \tag{2}
\]

\( t_f(e_j, P_{src}, P_{dist}) \) is the edge finish time of \( e_j \) communicated from \( P_{src} \) to \( P_{dist} \), which is defined later, depending on the scheduling model. From a task perspective, the earliest time a node \( n_t \) can start execution on processor \( P \) is called the data ready time (DRT) \( t_{drt} \), with

\[
t_{drt}(n_j, P) = \max_{e_j \in E, n_j \in \text{pred}(n_j)} \{t_f(e_j, \text{proc}(n_j), P)\}, \tag{3}
\]

and hence

\[
t_s(n_t, P) \geq t_{drt}(n_t, P). \tag{4}
\]

for all \( n \in V \). If \( \text{pred}(n) = \emptyset \), i.e. \( n \) is a source node, \( t_{drt}(n_t, P) = \infty \), for all \( P \in \mathbb{P} \).

2.1. Classic scheduling

Traditionally, most scheduling algorithms have employed a strongly idealised model of the target parallel system [7,9,14,20,31,32], called the classic model.

**Definition 1** (Classic System Model). A parallel system \( M_{class} = P \) consists of a finite set of dedicated processors \( P \) connected by a communication network. This dedicated system has the following properties: (i) local communication has zero costs; (ii) communication is performed by a communication subsystem; (iii) communication can be performed concurrently; (iv) the communication network is fully connected.

Based on this system model, the edge finish time only depends on the finish time of the origin node and the communication time.

**Definition 2** (Edge Finish Time). The edge finish time of \( e_j \in E \) is given by

\[
t_f(e_j, P_{src}, P_{dist}) = t_f(n_t, P_{src}) + \begin{cases} 0 & \text{if } P_{src} = P_{dist} \\ c(e_j) & \text{otherwise.} \end{cases} \tag{5}
\]

Thus, communication can overlap with the computation of other nodes, an unlimited number of communications can be performed at the same time, and communication has the same cost \( c(e_j) \), regardless of the origin and the destination processor, unless the communication is local.

2.2. Heuristics

The scheduling problem is to find a schedule with minimal length. As this problem is NP-hard [22,30], many heuristics have been proposed for its solution. A heuristic must schedule a node on a processor so that it fulfills all resource (1) and precedence (2) constraints. A free node \( n \in V \) can be scheduled on processor \( P \) within the idle time interval \([A, B]\), \( A, B \in [0, \infty) \), i.e. an interval in which no task is executed, if

\[
\max[A, t_{drt}(n_t, P)] + w(n) \leq B. \tag{6}
\]

A free node is a node whose predecessors have already been scheduled, which is a requisite for the calculation of the data ready time. So, this condition allows node \( n \) to be scheduled between already scheduled nodes (insertion technique) [13], i.e. \([A, B] = [t_f(n_t, P) + t_s(n_{\text{last}}), P)]\), or after the finish time of processor \( P \) (end technique) [1], i.e. \([A, B] = [t_f(P), \infty)\).

2.2.1. List scheduling

The best-known scheduling heuristic is list scheduling (see e.g. [1]), as given in Algorithm 1. In this simple, but common, variant of list scheduling, the nodes are ordered according to a priority in the first part of the algorithm. The schedule order of the nodes is important for the schedule length, and many different priority schemes have been proposed [1,11,25,31]. A common and usually good priority is the node’s bottom level bl, which will be presented in Section 4.

**Algorithm 1** List scheduling

1: \( \triangleright \) 1. Part:
2: Sort nodes \( n \in V \) into list \( L \), according to priority scheme and precedence constraints.
3: \( \triangleright \) 2. Part:
4: for each \( n \in L \) do
5: \( \triangleright \) 5. Find processor \( P \in P \) that allows the earliest finish time of \( n \).
6: Schedule \( n \) on \( P \).
7: end for

To determine the start time of a node, the earliest interval \([A, B]\) is searched on each processor that complies with (6), using either the insertion or the end technique. For the found interval \([A, B]\), the start time of node \( n \) is determined as

\[
t_s(n, P) = \max[A, t_{drt}(n_t, P)]. \tag{7}
\]

Node \( n \) is scheduled on the processor that allows the earliest finish time \( t_f(n, P) = t_f(n_t, P) + w(n) \).
2.3. Contention-aware scheduling

The classic scheduling model (Definition 1) does not consider any kind of contention for communication resources. To make task scheduling contention aware, and thereby more realistic, the communication network is modelled by a graph, in which processors are represented by vertices and the edges reflect the communication links. The awareness for contention is achieved by edge scheduling [23], i.e. the scheduling of the edges of the task graph onto the links of the network graph, in a very similar manner to how the nodes are scheduled on the processors.

The network model proposed in [27] captures network [23,25] as well as end-point contention [2,10,17] and can represent heterogeneous communication links. This is achieved by using different types of edge and by using switch vertices in addition to processor vertices. Here, it suffices to define the topology network graph to be $TG = (P, L)$, where $P$ is a set of vertices representing the processors and $L$ is a set of edges representing the communication links. The system model is then defined as follows.

Definition 3 (Target Parallel System—Contention Model). A target parallel system $MTG = TG$ consists of a set of processors $P$ connected by the communication network $TG = (P, L)$. This dedicated system has the following properties: (i) local communications have zero costs; (ii) communication is performed by a communication subsystem.

The notions of concurrent communication and a fully connected network found in the classic model (Definition 1) are substituted by the notion of scheduling the edges $E$ on the communication links $L$. Corresponding to the scheduling of the nodes, $t_f(e, L)$ and $t_f(e, L)$ denote the start time and the finish time of edge $e \in E$ on link $l \in L$, respectively.

When a communication, represented by edge $e$, is performed between two distinct processors $P_{src}$ and $P_{dst}$, the routing algorithm of $TG$ returns a route from $P_{src}$ to $P_{dst}$. $R = (L_1, L_2, \ldots, L_i), L_i \in L$ for $i = 1, \ldots, l$. Edge $e$ is scheduled on each link of the route. For details of the scheduling of the edges on the links and the topology graph, refer to [27].

It is important to realize that the edge scheduling only affects the scheduling of the tasks through a redifinition of the edge finish time, when compared with the classic model (Definition 2).

Definition 4 (Edge Finish Time—Contention Model). Let $R = (L_1, L_2, \ldots, L_i)$ be the route for the communication of $e_{ij} \in E$ from $P_{src}$ to $P_{dst}$ if $P_{src} \neq P_{dst}$. The finish time of $e_{ij}$ is

$$t_f(e_{ij}, P_{src}, P_{dst}) = \begin{cases} t_f(n_i, P_{src}) & \text{if } P_{src} = P_{dst} \\ t_f(e_{ij}, L_i) & \text{otherwise.} \end{cases}$$

Thus, the edge finish time $t_f(e_{ij}, P_{src}, P_{dst})$ is now the finish time of $e_{ij}$ on the last link of the route, $L_i$, unless the communication is local. As nothing else changes for the scheduling of the tasks, most scheduling heuristics proposed for the classic model can also be used under the contention model, thereby making them contention aware. This is in particular true for list scheduling [25].

3. Duplication in contention-aware scheduling

Scheduling a task graph is a trade-off between maximising the concurrency and minimising the interprocessor communication costs. It often happens that the advantage of executing tasks in parallel is negated by the associated interprocessor communication cost. It is intuitive that this is even more pronounced under the more realistic contention model, where contention can increase the communication delay.

Task duplication is a well-known technique that tries to reduce the communication costs by scheduling certain tasks on more than one processor. The function $proc(n)$ for the processor allocation of node $n$ becomes a subset of $P$, denoted by $proc(n), proc(n) \subseteq P$ and $|proc(n)| \geq 1$. The communication from these duplicated nodes then becomes local on their allocated processors, avoiding costly interprocessor communication. Fig. 1 displays an example, in which a simple task graph is scheduled on four processors using task duplication. Both task $A$ and task $B$ are scheduled more than once, i.e. duplicated, which renders all the expensive communications ($e_{AD}, e_{BE}, e_{BF}$) local.

Many algorithms have been proposed using task duplication [3,8,14,15,18,19,21]. The irony is that most of them have been proposed for the classic model, even though avoiding interprocessor communication under the more realistic contention model can be much more crucial. This paper proposes a novel task duplication algorithm for the contention model. In this section, we will study the general consequence for the scheduling of the nodes, and the next section proposes a contention-aware task duplication algorithm. First, let us look at task duplication under the classic model.

3.1. Under the classic model

Task duplication has an impact on the formulation of the Precedence Constraint, Eq. (2). For a schedule $\delta_{dup}$ with node duplication, (2) becomes

$$t_f(n_i, P) \geq \min_{P \in proc(n_i)} \{ t_f(e_{ij}, P, P) \}. \quad (9)$$

Given the communication $e_{ij}$, node $n_i$ cannot start until at least one instance of the duplicated nodes of $n_i$ has provided the communication $e_{ij}$. In the example of Fig. 1, tasks $E$ and $F$ receive communication from task $A$ of which two instances exist (on $P_1$ and on $P_2$). Here, the communication of either one arrives at the same time at $P_3$ and $P_4$, due to $A$‘s identical finish time on both.

Following from the altered Precedence Constraint condition, the definition of the data ready time (Eq. (3)) must be adapted. For a schedule $\delta_{dup}$ with node duplication, (3) becomes

$$t_{dr}(n_i, P) = \max_{n_i \in proc(n)} \left\{ \min_{P \in proc(n)} \{ t_f(e_{ij}, P, P) \} \right\}. \quad (10)$$

The rest of the definitions and conditions of task scheduling remain unmodified.

3.2. Under the contention model

Task duplication under the contention model changes significantly in regard to the Precedence Constraint. Under the contention model, it must be strictly defined from where a communication is sent if there are several instances of a sending task. See Fig. 2, where the same task graph as in Fig. 1 is scheduled, now under the contention model, on four processors connected to a central ideal switch (left). Ideal means there is no contention within the switch [27]. As in Fig. 1, two communications are remote. Edge $e_{BE}$ is scheduled on links $L_2$ and $L_3$ (route from $P_2$ to $P_3$).
Fig. 3. Contention on L2 delays communication e_{AF}, and increases the schedule length.

and e_{AF} on links L1 and L4 (route from P1 to P4). In other words, both instances of A are sending out data, but each only one edge.

Because of the contention, it is actually important that e_{AE} and e_{AF} are sent from different processors, as can be observed in Fig. 3, where both are sent from P2. Due to contention on L2, e_{AE} is delayed, and it therefore arrives one time unit later at P4, which in turn increases the schedule length through P’s later start time.

The consequence of this observation is that it must be decided during the scheduling of the tasks and edges which instance of a duplicated task sends the communication. The formulation of the Precedence Constraint for task duplication under the contention model then looks the same as without duplication (Eq. (2)):

$$t_f(n_j, P) \geq t_f(e_{ij}, P_{src}, P)$$  \hspace{1cm} (11)

with P_{src} \in \text{proc}(n_i). P_{src} is the processor from where e_{ij} is routed and scheduled to P. As this duplication is done under the contention model, the finish time of the edge remains as defined in Definition 4; that is, it corresponds to the finish time of the edge on the link entering the destination processor; for example, in Fig. 3, the finish time of e_{AF} is t_f(e_{AF}, P2, P4) = t_f(e_{AF}, L4) = 3.

For contention-aware scheduling, not only is the above-discussed duplication of the origin node of an edge relevant, but also the duplication of the destination node. Several instances of a node n_i might exist; thus an incoming edge e_{ij} might be sent several times to different processors, possibly from the same source processor on which n_i is executed. It follows that an incoming edge e_{ij} of a duplicated node n_i might be scheduled on a single link more than once. To illustrate this, consider the example of Fig. 4, in which the task graph on the left has been scheduled on the four-processor system of Fig. 2. Node C is duplicated on P2 and P3, so edge e_{AC} must be sent twice, once to P2 and once to P3. Observe that C is a duplicated destination node of e_{AC}. In the figure, the two instances of C and e_{AC} are distinguished with superscripts 1 and 2, respectively.\(^1\) As all communications from P1 go through link L1, e_{AC} has been scheduled twice on L1. This kind of scheduling corresponds to point-to-point communication used in most parallel communication networks [5]. An intelligent network could of course avoid the duplication of e_{AC} on L1 by using a multi-cast primitive; however, many parallel computer networks do not support multi-casts. Apart from this, the duplicated edges are not necessarily sent at the same time, in which case multi-cast could not be employed.

Finally, note that, while an edge might be sent more than once, it never arrives more than once at the same processor.

A scheduling algorithm must carefully choose from which task a communication is sent when several instances exist so that the communication edge can be scheduled and an accurate view of the contention is gained. Under the contention model, this choice is made by tentatively scheduling the edges on the links of the different routes to see from where the communication arrives first, as will be seen in the following section [27].

4. Algorithm

The contention-aware task duplication scheduling algorithm proposed in this section is based on scheduling algorithms for the contention model and task duplication techniques used under the classic model. In the following we present and discuss its elements.

List scheduling. As the general algorithmic approach, list scheduling, as given in Algorithm 1, is chosen. List scheduling is easily adaptable to the contention model, as shown in [25]. In the first phase, the nodes are ordered according to their non-increasing bottom levels bl(n), the bottom length being the length of the longest path leaving the node. Recursively defined,

$$bl(n_i) = w(n_i) + \max_{n_j \in \text{succ}(n_i)} \{c(e_{ij}) + bl(n_j)\}.$$  \hspace{1cm} (12)

This bottom level was shown to be the superior node priority under the contention model in an extensive experimental evaluation [25]. Algorithm 2 outlines our proposed algorithm.

Algorithm 2 Contention-aware task duplication scheduling algorithm.

1: $\triangleright$ 1. Part:
2: Sort nodes $n \in V$ into list $L$, according to non-increasing $bl(n)$
3: $\triangleright$ 2. Part:
4: for each $n \in L$ do
5: for each $P \in P$ do
6: Tentatively schedule $n$, recursively duplicating $n$’s critical parent — record the best finish time $t_f(n, P)$ and ancestors to be duplicated, if any
7: end for
8: Let $P_{\text{min}}$ be processor where $n$ can finish earliest
9: Duplicate recorded ancestors of $n$ on $P_{\text{min}}$
10: Schedule $n$ on $P_{\text{min}}$
11: Remove redundant tasks and their in-edges
12: end for

Insertion technique. During list scheduling, each task can be scheduled between already scheduled tasks (insertion technique)
or after the finish time of processor \( P \) (end technique) (see Section 2.2). The same principle applies of course to the scheduling of the edges on the links. While the insertion technique already usually produces superior results for scheduling without duplication, it can be even more beneficial for task duplication as a duplicated task can then be inserted into the existing partial schedule. For that reason, the insertion technique is employed.

Critical parent. An essential question for task duplication algorithms is which tasks should be duplicated. When a task \( n \) is scheduled on a processor \( P \), the primary candidates for duplication are its predecessors \( \text{pred}(n) \), or parents. As task duplication algorithms have shown, it is usually not beneficial to duplicate all predecessors. The most important task to duplicate is the task from which the data transfer arrives the latest, called the critical parent, \( \text{cp}(n) \) [8]. Defined with the edge finish time, the critical parent is given by

\[
\text{cp}(n) = n_k \in \text{pred}(n) : t_f(e_{n_k,n}, \text{proc}(n_k), P)
\]

Under the contention model, \( \text{cp}(n) \) is the origin node of edge \( e_{\text{cp}(n),n} \) with the highest finish time \( t_f(e_{\text{cp}(n),n}, L_t) \) on link \( L_t \) entering processor \( P \). If that communication \( e_{\text{cp}(n),n} \) can be made local, task \( n \) might start earlier. Hence, our proposed algorithm considers the critical parent for duplication. The duplication is accepted if task \( n \) can start earlier. Note that with the end technique the critical parent is always the one whose corresponding edge was scheduled last in the heuristic, which is not necessarily the case with the insertion technique.

Recursive duplication. In some situations it can be more beneficial to not only duplicate the critical parent, but also to consider the predecessors of the critical parent for duplication. Task duplication algorithms therefore consider the recursive duplication of the critical parent \( \text{cp}(n) \), its critical parent \( \text{cp}(\text{cp}(n)) \), and so on [6]. Fig. 5 shows the schedule example of Fig. 4, in which now also \( A \), i.e. the critical parent of the critical parent of \( D \) and \( E \), is duplicated. This approach is adopted by our algorithm as outlined in Algorithm 3. This procedure is a more detailed description of line 6 in Algorithm 2. The first step is to create the recursive list of the critical parent, its parent, and so on. This is done until the first of those critical ancestors is already on the same processor \( P \) on which the candidate task \( n \) is going to be scheduled. Going further is unnecessary, as the duplication of more distant ancestors would have been considered at the time this ancestor was scheduled on \( P \). This list is now taken, all ancestors are duplicated, and the finish time of the candidate task \( n \) is recorded. After that, the first task of the list, i.e. the most distant ancestor, is removed and the process is repeated. In this way, the algorithm evaluates how deep the duplication of ancestors should go.

Note that with this procedure all critical ancestors until a certain depth are duplicated. Not duplicating consecutive ancestors does not seem to be meaningful, as communication would then go from \( P \) to another processor and back for the non-duplicated ancestor.

Algorithm 3 Finding the best critical ancestor duplication for \( n \).

1: Recursively prepend critical ancestors of \( n \) to list \( A \), until critical ancestor already on \( P \)
2: while \( A \) not empty do
3:   for each task \( m \in A \) do
4:     Schedule incoming edges of \( m \) on links (if there are duplicated origin tasks, find the best origin task)
5:   end for
6: end while
7: Schedule \( n \) on \( P \)
8: if \( t_f(n, P) < \text{minFT} \) then
9:   \( \text{minFT} = t_f(n, P) \)
10: ancestorsToDuplicate \( = A \)
11: end if
12: Undo all scheduling of tasks \( (n \) and tasks of \( A \)) on \( P \) and their incoming edges
13: Remove first task from \( A \)
14: end while
15: return \( \text{minFT} \) and \( \text{ancestorsToDuplicate} \)

Tentative scheduling. A characteristic aspect of scheduling under the contention model is the need to tentatively schedule edges on the communication links in order to obtain the data ready time \( t_{\text{rd}}(n, P) \) of a task \( n \). For example, we search for the processor that allows task \( n_l \)'s earliest finish time, and \( n_l \) has the edges \( e_k \) and \( e_l \). Then, for each processor \( P \), we must schedule the communication on the links of the route from \( \text{proc}(n_l) \) and \( \text{proc}(n_k) \) to \( P \). That gives us an accurate data ready time of \( n_l \) on \( P \). Before the next processor is considered, the edges must be removed from the schedule, hence we have tentative scheduling. With task duplication, this tentative scheduling is even more involved, as there might be more than one instance of \( n_l \) and \( n_k \), as seen with task \( A \) in the example of Figs. 2 and 3. Our algorithm therefore integrates tentative scheduling also on this level, i.e. the communication is tentatively scheduled from each instance of a predecessor task in order to find the best data provider. In Algorithm 3, the tentative scheduling is apparent in two places: at the scheduling of the incoming edges (line 4), as the best origin

![Fig. 4](image-url) Edge \( e_{AC} \) is scheduled twice on link \( L_1 \); once for the communication to processor \( P_2 \) (\(^1\)) and once for the communication to \( P_6 \) (\(^2\)).

![Fig. 5](image-url) Not only is the critical parent of \( D \) and \( E(C) \) duplicated but also \( C \)’s critical parent \( A \) (Fig. 4).
task needs to be identified, and at the end of trying each ancestor depth (line 12) when all scheduled tasks and edges are removed. Redundant task/edge removal. When a task \( n \) is duplicated on processor \( P \), the original and other instances of \( n \) might have become redundant. This is the case if one or more of these instances do not provide data to any predecessor. In other words, the duplicated instance on \( P \) fully substitutes other instances—they have become redundant. This is always the case when a task has only one predecessor, i.e. one out-edge [24]. In such a case, the redundant tasks can and should be removed from the schedule. Under the contention model, the removal of a task implies that also its in-edges can be removed from the links. Especially together with the insertion technique, the freed space can be used by subsequently scheduled tasks and their edges, potentially leading to shorter schedules. Our algorithm checks for and removes redundant tasks after the scheduling of each task.

Algorithm 2 summaries our proposed contention-aware task duplication scheduling algorithm and Algorithm 3 gives details of the task duplication and its tentative scheduling.

Complexity. The complexity of the first part of Algorithm 2 is \( O(|V| \log |V| + |E|) \) for the calculation and sorting of the bottom levels [24], and this can be ignored in comparison to the second part.

In the second part of the proposed contention-aware scheduling algorithm, the complexity is dominated by the tentative scheduling of the incoming edges of all the tasks that are considered in each step. The two outer loops iterate over all tasks (line 4 of Algorithm 2) and all processors (line 5). For each task \( n \) on each processor \( P \), i.e. \( |P||V| \) times, the algorithm then determines which (critical) ancestors of \( n \) should be duplicated (line 6). This procedure, as detailed in Algorithm 3, defines the total complexity. The actual scheduling of \( n \), the duplication of the selected set of ancestors, and the scheduling of all incoming edges (lines 8–10) can be neglected, as this is just a single repetition of the best solution found in Algorithm 3. Also, the removal of redundant nodes and edges (line 11) is small in terms of complexity compared to line 6.

Algorithm 3 starts by computing the recursive sequence of critical parents (line 1), which is \( O(|P||E|) \). As this is only done once, it has no influence on the total complexity. More important is the iteration over the created list \( A \) (line 2) which has size \( O(|V|) \), and hence contributes a factor \( O(|V|) \). In each of these iterations, the tasks of \( A \) are scheduled onto \( P \), with the respective scheduling of their incoming edges (loop lines 3–6). The number of edges scheduled here is in total \( O(|E|) \) and is always greater than or equal to the number of tasks in \( A \) (remember that each task has at least one incoming edge). For that reason, only the scheduling of the edges is relevant for the complexity; everything else (lines 5 and 7–13) is negligible. The \( O(|E|) \) edges are scheduled on the links. For each edge, the route has to be computed and the edge is scheduled on each link of this route. This is characterised by \( O(\text{routing}) \), which is the complexity for finding the communication route in the network and its length. For many practically relevant systems it is \( O(1) \), both in terms of finding the route and its length, e.g. fully connected networks, one-port networks, central switch networks [24]. As the origin task of the edge might be duplicated \( O(|P|) \) times, scheduling a single edge might be repeated \( O(|P|) \) times. Finally, the insertion technique is employed and there are \( O(|E|) \) edges scheduled on each link, so it takes \( O(|E|) \) time to find a slot for an edge on a link. In summary, scheduling all incoming edges of the tasks in the ancestor list is \( O(|P||E|\times O(\text{routing})) \). This is repeated \( O(|V|) \) times (line 2); hence the procedure of Algorithm 3 is in total \( O(|P||V||E|\times O(\text{routing})) \).

As stated above, this procedure of Algorithm 3 is performed \(|P||V| \) times, resulting in a total complexity of \( O(|P|^2|V|^2|E|^2\times O(\text{routing})) \) for the proposed algorithm. Be aware that this is the worst-case complexity, which should be significantly higher than the expected average case complexity in this case. For comparison, the second part of a contention-aware list scheduling with the insertion technique is \( O(|V|^2 + |P||E|^2\times O(\text{routing})) \) [24].

5. Experimental evaluation

This section is dedicated to the evaluation of the proposed algorithm. Two questions need to be answered: (i) How do the schedules improve compared to a task duplication algorithm without contention awareness (Section 5.2.1)? (ii) How does task duplication improve upon other contention-aware scheduling algorithms (Section 5.2.2)? To answer these questions, we have implemented four algorithms. The proposed contention-aware task duplication algorithm (CA-D) is compared with a contention-aware list scheduling (CA-LS) [25], which is essentially the same algorithm as CA-D, but without the duplication of tasks. This will give us insights about the benefit of task duplication under the contention model. To evaluate the benefit of the contention awareness, we implemented a task duplication (D) and a list scheduling (LS) algorithm under the classic model. Again, they are identical to CA-D and CA-LS, respectively, but without the contention awareness.

As discussed in [26], the schedules produced under the different models cannot be directly compared. Usually, schedules under the contention model are longer, but more realistic, resulting in shorter execution times. Hence, to compare the schedule, we simulated contention for D and LS. This was done by rescheduling the D and LS schedules under the contention model. In other words, the tasks are assigned to the same processors in the same order, but now the edges are scheduled in the topology graph to account for contention effects. In [26], it has been shown that this is a valid and realistic method to compare schedules produced under different models. To indicate this contention simulation we named D and LS in the following D-CS and LS-CS.

5.1. Set-up

For the models of the parallel target systems, we have chosen sets of processors, namely 2, 8, 15, 25, and 50 processors, connected to an ideal switch. Each processor has an out-going and an in-coming link connected to this switch; thus only one communication in each direction can take place at the same time. Fig. 6 depicts a four-processor example for such a target system model. This star network with a central switch corresponds to processors with full-duplex communication ports, and this model is also referred to as the one-port model [2]. The model employed is realistic for modern parallel systems, and it allows concurrent communications to take place between distinct processor pairs. It is also a simple approximation when the network behaviour is unknown or cannot be modelled. The main motivation in using this model, however, is that if task duplication is relevant for contention elimination in such a system, it will be even more important with less ideal networks, where contention can happen in more places.

To demonstrate this effect of more restricted networks, the half-duplex variant of the network is used for comparison (Section 5.2.3), in which each processor only possesses a half-duplex communication link (Fig. 2). There, incoming and outgoing
communication must share the same link. It will be explicitly stated in the following if this half-duplex variant is used; otherwise, the standard network variant as described above is employed.

A large set of graphs was generated as the workload for the scheduling algorithms. This set comprised graphs of seven types: in-trees, out-trees, series-parallel (SP), fork, join, fork-join and random [24]. Within each type, graphs of different size were created (number of nodes = 20, 100, 500, 1000) with random node and edge weights, scaled to achieve different values of the communication to computation ratio (CCR = 0.1, 1, 10) [24]. The CCR is a measure of the importance of communication, and it is defined as the total edge weight over the total node weight:

$$\text{CCR} = \frac{\sum_{e \in E} c(e)}{\sum_{n \in V} w(n)}.$$  

Each type of graph had parameters unique to it. In-trees and out-trees were generated with a maximum branching factor of 3, and were either balanced or unbalanced. SP graphs were generated with spread values of 2, 3, 4, and 5. Random graphs had a density of 0.5, 1, or 3. In total about 2000 graphs were generated and scheduled.

5.2. Results

In this section, the significant experimental results are shown and discussed. See Figs. 7 and 8, which display the speedup over the number of processors for six different graph types. The displayed values are average values across all different graphs of the same type. Speedup of a schedule $\delta$ is defined as the sequential length of the graph over the schedule length, whereby the schedule length is simply the sum of all node weights:

$$\text{speedup}(\delta) = \frac{\sum_{n \in V} w(n)}{s_l(\delta)}.$$  

5.2.1. Contention-aware duplication (CA-D) versus non-contention-aware duplication (D-CS)

The results show that contention-aware duplication (CA-D) is never worse than non-contention-aware duplication (D-CS). In fact, CA-D produces greater speedup than D-CS for all graphs, except for fork graphs, where the speedup curves are the same. The difference between the two algorithms is the greatest with SP graphs, where the speedup produced by CA-D on 15 processors is 120% greater than that of D-CS. With more processors, the scaling is limited by the SP graph structure, in particular the
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speedup has dropped for all algorithms for CCR = 1 and CCR = 10; (ii) the difference between CA-D and the other algorithms has quite

To summarise, CA-D performs in relative terms better when the network is more restricted. This is the intended evidence for our hypothesis that duplication is more important for less ideal networks, as stated in Section 5.1.

6. Conclusions

This paper proposed a novel contention-aware task duplication scheduling algorithm. Due to the lack of prior work, it was investigated how task duplication can be performed under the contention model, and corresponding methods were devised. Based on this, an algorithm was proposed based on state-of-the-art scheduling techniques found in task duplication algorithms and other contention-aware algorithms.

An extensive experimental evaluation of the algorithm was performed, comparing the proposed algorithm with task duplication under the classic model and with a contention-aware algorithm without task duplication. This revealed very significant speedup gains, both compared to task duplication under the classic model and to other contention-aware scheduling algorithms without task duplication. As expected, task duplication is even more beneficial under the contention model than under the classic model, and this effect increases for more restricted networks. The results strongly recommend task duplication as a standard technique when scheduling task graphs with medium to high communication under the contention model.
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