A biased random-key genetic algorithm for scheduling heterogeneous multi-round systems
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Abstract

A divisible load is an amount $W$ of computational work that can be arbitrarily divided into independent chunks of load. In many divisible load applications, the load can be parallelized in a master–worker fashion, where the master distributes the load among a set $P$ of worker processors to be processed in parallel. The master can only send load to one worker at a time, and the transmission can be done in a single round or in multiple rounds. The multi-round divisible load scheduling problem consists in (a) selecting the subset $A \subseteq P$ of workers that will process the load, (b) defining the order in which load will be transmitted to each of them, (c) defining the number $m$ of transmission rounds that will be used, and (d) deciding the amount of load that will be transmitted to each worker $i \in A$ at each round $k \in \{1, \ldots, m\}$, so as to minimize the makespan. We propose a heuristic approach that determines the transmission order, the set of the active processors and the number of rounds by a biased random-key genetic algorithm. The amount of load transmitted to each worker is computed in polynomial time by closed-form formulas. Computational results showed that the proposed genetic algorithm outperformed a closed-form state-of-the-art heuristic, obtaining makespans that are 11.68% smaller on average for a set of benchmark problems.
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1. Introduction

A divisible load is an amount $W$ of computational work that can be arbitrarily divided and distributed among different processors to be computed in parallel. The processors are arranged in a star topology and the load is stored in a central master processor. The master splits the load into chunks...
of arbitrary sizes and transmits each of them to the worker processors. We assume that the master can only send load to one worker at a time, and that it does not compute the load itself. In addition, a worker can only start the computation of a piece of load after its transmission was completed, i.e., after this worker has entirely received its load.

The workers are heterogeneous in terms of processing power, communication speed, and setup times. Due to communication and setup times, it might be faster not to use all the available worker processors to compute the load. Those used in this computation are referred to as active workers. The order used by the master to send the load to each worker is called the activation order. Once the latter is set, the transmission can be performed either in a single round or in multiple rounds.

In single-round systems (Abib and Ribeiro, 2009; Beaumont et al., 2008, 2005, 2003b; Berlińska et al., 2009; Bharadwaj et al., 1996; Blazewicz and Drozdowski, 1997; Drozdowski, 1997; Drozdowski and Wolniewicz, 2003, 2006; Li et al., 2000; Shokripour et al., 2011; Wang et al., 2013, 2014; Wolniewicz, 2003), each active worker receives its load in a single chunk, and the setup costs are incurred only once for each worker. However, in this case, the $i$th worker in the transmission order remains idle until the master sends the load to all workers that appear earlier in the activation order.

An example of an optimal single-round schedule is shown in Fig. 1. All ten workers are active and the activation order is $< 6, 1, 8, 7, 9, 5, 3, 10, 4, 2 >$. Black boxes represent the setup time to start the communication with the master, dashed boxes correspond to the amount of time needed to receive the respective load chunk, and gray boxes show the time spent by the worker to process this load. This example does not show setup times to start processing the load. It can be seen that the master only starts the communication with a worker after it finishes the communication with the previous worker in the transmission order. One can also see that each worker receives a single load chunk and that it only starts processing this chunk after its transmission is finished. Since the load can be arbitrarily split, all processors stop and finish their work at the same time in the optimal solution minimizing the makespan (Beaumont et al., 2003b).
In multi-round systems (Beaumont et al., 2005, 2003a; Berlinska and Drozdowski, 2010; Bharadwaj et al., 1995; Drozdowski and Lawenda, 2006, 2007; Hsu et al., 2008; Lin et al., 2008; Maciej and Marcin, 2008; Shokripour et al., 2010, 2012; Wolniewicz, 2003; Yang and Casanova, 2003a, 2003b; Yang et al., 2007, 2005), the transmission is divided into rounds and every active worker receives a load chunk at each round. The activation order is the same for all rounds (Yang and Casanova, 2003a, 2003b; Yang et al., 2005). Multi-round systems may reduce the makespan by decreasing the idle times, at the additional cost of repeated setup times at each round. Figure 2 illustrates an optimal three-round schedule. The activation order is <6, 8, 7, 1, 9, 3, 5, 2, 4, 10>, but only the seven first workers are active. It can be seen that the master only starts the communication with a worker after it finishes the communication with the previous worker in the activation order. Idle times in the first round are smaller, because the load chunks are spread among the three rounds. One can also see that each worker only starts processing a load chunk after its transmission is finished. Again, as the load can be arbitrarily split, all processors stop at the same time in the optimal solution minimizing the makespan (Beaumont et al., 2003b).

We focus on the scheduling of multi-round systems (Beaumont et al., 2003b; Shokripour et al., 2012). Let $W \in \mathbb{R}_+$ be the amount of load to be processed, 0 (zero) be the index of the master processor, and $P = \{1, \ldots, |P|\}$ be the set of indices of the worker processors. Each processor $i \in P$ has (a) a setup time $g_i \in \mathbb{R}_+$ to start the communication with the master, (b) a communication time $G_i \in \mathbb{R}_+$ needed to receive each unit of the load from the master, (c) a setup time $s_i \in \mathbb{R}_+$ to start the load computation, and (d) a processing time $w_i \in \mathbb{R}_+$ needed to process each unit of the load. Therefore, it takes $g_i + G_i \cdot \theta_i^k$ units of time for the master to transmit a load chunk of size $\theta_i^k \geq 0$ to processor $i \in P$ in round $k$. Furthermore, it takes an additional $s_i + w_i \cdot \theta_i^k$ units of time for this worker to process the chunk of load assigned to it.

The multi-round divisible load scheduling (MR-DLS) problem consists in (a) defining an activation order $\pi$, (b) deciding the number $n$ of active workers, (c) choosing the number $m$ of rounds, and (d) determining the amount of load $\theta_i^k$ that will be transmitted to each processor $i \in P$ at each round.
round \( k \in \{1, \ldots, m\} \), with \( \sum_{i \in P} \sum_{k \in \{1, \ldots, m\}} \theta_i^k = W \), so as to minimize the makespan. The latter is defined as the total elapsed time since the master began to send data to the first worker, until the last worker stops its computation. We assume that processor \( \pi_i \in P \) is the \( i \)th worker to be activated in the activation order \( \pi \), for \( i = 1, \ldots, |P| \). The first \( n \) workers in \( \pi \) are active: \( A = \{\pi_1, \ldots, \pi_n\} \) and \( \theta_i^k = 0 \), for all \( i \in \{n + 1, \ldots, |P|\} \) and \( k \in \{1, \ldots, m\} \).

In this work, we propose a biased random-key genetic algorithm (BRKGA) (Ericsson et al., 2002; Gonçalves and Resende, 2011, 2004) for solving MR-DLS. BRKGAs have been successfully used for solving many permutation based combinatorial optimization problems, see, e.g. (Duarte et al., 2014; Gonçalves and Resende, 2011, 2013, 2014; Gonçalves et al., 2016; Noronha et al., 2011), including the single-round divisible load scheduling (DLS) problem (Brandão et al., 2015). Computational results showed that the proposed genetic algorithm outperformed a closed-form state-of-the-art heuristic (Shokripour et al., 2012), obtaining makespans that are 11.68% smaller on average for a set of benchmark problems.

The remainder of this paper is organized as follows. Related work is presented and discussed in the next section. The proposed heuristic is described in Section 3. Computational experiments are reported in Section 4. Concluding remarks are drawn in the last section.

2. Related work

There are many variants of the DLS problem. The main differences between them are discussed below, followed by a literature review of the particular variant considered in this paper.

In the case of homogeneous worker processors, the values of \( g_i, G_i, s_i, \) and \( w_i \) are the same for all processors \( i \in P \) (Beaumont et al., 2005; Bharadwaj et al., 1995, 1996; Kim, 2003; Lin et al., 2008; Maciej and Marcin, 2008; Yang and Casanova, 2003b; Yang et al., 2005). When the workers are heterogeneous, these values may be different for each worker (Abib and Ribeiro, 2009; Beaumont et al., 2008, 2003a, 2003b; Berlińska and Drozdowski, 2010; Drozdowski, 1997; Drozdowski and Lawenda, 2006, 2007; Drozdowski and Wolniewicz, 2003, 2006; Hsu et al., 2008; Li et al., 2000; Shokripour et al., 2010, 2011, 2012; Wang et al., 2013, 2014; Wolniewicz, 2003; Yang and Casanova, 2003a, 2003b; Yang et al., 2007, 2005). Heterogeneous systems are more common than homogeneous systems.

When the system is dedicated, it is assumed that all resources (such as processors, memory, and network) are used to process one single computational load (Abib and Ribeiro, 2009; Beaumont et al., 2003b; Berlińska and Drozdowski, 2010; Berlińska et al., 2009; Bharadwaj et al., 1996; Blazewicz and Drozdowski, 1997; Drozdowski, 1997; Drozdowski and Wolniewicz, 2003, 2006; Shokripour et al., 2010; Wang et al., 2013, 2014; Wolniewicz, 2003; Yang and Casanova, 2003a, 2003b). Nondedicated systems may be used to simultaneously process different computational loads (Berlińska and Drozdowski, 2010; Berlińska et al., 2009; Shokripour et al., 2011). Most authors assume that the systems are dedicated.

Variants of the DLS problem that are buffer constrained (Berlińska and Drozdowski, 2010; Berlińska et al., 2009; Drozdowski and Lawenda, 2006; Drozdowski and Wolniewicz, 2003, 2006; Li et al., 2000; Maciej and Marcin, 2008; Wolniewicz, 2003; Yang and Casanova, 2003a, 2003b) assume a limitation to the maximum chunk size that can be received by each worker processor.
When such a limitation does not exist, the problem is said to be unconstrained (Abib and Ribeiro, 2009; Beaumont et al., 2005, 2003b; Bharadwaj et al., 1995, 1996; Blazewicz and Drozdowski, 1997; Drozdowski, 1997; Lin et al., 2008; Shokripour et al., 2010, 2011, 2012; Wang et al., 2013, 2014; Yang et al., 2007). Many authors assume unconstrained systems, because there is usually plenty of secondary memory to temporarily store the load at the workers.

The variant of the MR-DLS problem considered in this work is unconstrained and assumes dedicated and heterogeneous worker processors. It was proved to be NP-hard in (Yang et al., 2007). The main heuristics in the literature are discussed below.

Yang and Casanova (2003b) and Yang et al. (2005) were the first to tackle multi-round scheduling problems with heterogeneous workers. They proposed the UMR heuristic. The workers are sorted in nondecreasing order of their $G_i$ values. This order is used as the activation order. Let the round length of any worker $i$ at any round $k$ be the sum of the setup, communication, and computation times of $i$ at round $k$. UMR imposes as an additional constraint that at any given round all active workers should have the same round length. With this additional constraint, the authors are able to derive closed-form formulas to compute the number of active workers $n$ and the number of rounds $m$, as well as analytical expressions to compute the value of $\theta^k_i$ for all $i \in \{1, \ldots, n\}$ and $k \in \{1, \ldots, m\}$. Computational experiments showed that UMR outperformed the algorithms in Bharadwaj et al. (1996) and Rosenberg (2001) designed for homogeneous and single-round systems, respectively.

Hsu et al. (2008) proposed the extended smallest communication ratio (ESCR) heuristic. The activation order is computed as in Yang and Casanova (2003b) and Yang et al. (2005). However, differently from Yang and Casanova (2003b) and Yang et al. (2005), all workers in $P$ are activated, i.e., $n = |P|$. ESCR calculates the least common multiplier (LCM) of $\{G_i + w_i : i \in P\}$ and uses this value to compute the round length. The number of rounds $m$ is computed using closed-form formulas based on the LCM. Analytical expressions are used to compute the value of $\theta^k_i$ for all $i \in \{1, \ldots, n\}$ and $k \in \{1, \ldots, m\}$. Computational experiments showed that ESCR outperformed the algorithm in Beaumont et al. (2003a), although the latter was designed for single-round systems.

Beaumont et al. (2003b) proposed and evaluated four different heuristics for the MR-DLS problem. The one that obtained the best results was the linear programming with adaptive period (LPAP) heuristic. Again, the activation order is computed as in Yang and Casanova (2003b) and Yang et al. (2005). However, the round length is not the same at each round. Instead, LPAP computes an upper bound $T$ to the makespan. Based on this estimation, the round length $T_k$ of each round $k$ is set to $T_k = \sqrt{T}$. Once this round length is set, LPAP uses linear programming to find the largest chunk size $\theta^k_i$ that can be sent to each processor $i \in P$ at this round $k$ so that the round length is not larger than $T_k$. Since the upper bound $T$ becomes tighter at each iteration of this algorithm, the round length of any round $k+1$ is always smaller than the round length of round $k$. Computational experiments showed that LPAP outperforms the algorithm of Bharadwaj et al. (1996).

Shokripour et al. (2012) proposed two heuristics: computational based method and communication based method (CBM). The best results were obtained by CBM. Let round size be the sum of the load chunks all the active workers receive at any given round. CBM imposes as an additional constraint that all rounds have the same round size $Q = W/m$. The activation order $\pi$ in which load is sent to the workers is obtained by sorting the workers by nondecreasing order of their $G_i$ values. Processor $\pi_i$ is the $i$th worker in the activation order $\pi$, for $i = 1, \ldots, |P|$. The number of active
workers (n) in this order and the number of rounds (m) are computed as follows. Let \( \tilde{n} \in \{1, \ldots, |P|\} \) be any candidate value for n. First, CBM assumes that the number of rounds is \( \bar{m} = q(\tilde{n}, \pi) \), where

\[
q(\tilde{n}, \pi) = \sqrt{\frac{W \left( 1 + \sum_{i=2}^{\tilde{n}} \Delta_{\pi_i} \right) \left( G_{\pi_1} + w_{\pi_1} \right) - \left( 1 + \sum_{i=2}^{\tilde{n}} E_{\pi_i} \right) \sum_{j=1}^{\tilde{n}} \phi_{\pi_j} G_{\pi_j}}{\left( 1 + \sum_{i=2}^{\tilde{n}} \Delta_{\pi_i} \right) \left( \sum_{j=2}^{\tilde{n}} \phi_{\pi_j} G_{\pi_j} + \sum_{j=1}^{\tilde{n}} g_{\pi_j} \right) - \sum_{i=2}^{\tilde{n}} \phi_{\pi_i} \sum_{j=1}^{\tilde{n}} \Delta_{\pi_j} G_{\pi_j}}.}
\]

Then, the amount of load that can be processed using \( \tilde{n} \) active workers and \( \bar{m} = q(\tilde{n}, \pi) \) rounds, following the activation order \( \pi \), is estimated by

\[
f(\tilde{n}, \pi) = q(\tilde{n}, \pi) \cdot \left( 1 + \sum_{i=2}^{\tilde{n}} \Delta_{\pi_i} \right) \left( \sum_{j=2}^{\tilde{n}} \phi_{\pi_j} G_{\pi_j} + g_{\pi_j} \right) - s_{\pi_1} \right) + \sum_{i=2}^{\tilde{n}} \phi_{\pi_i},
\]

where \( \Delta_{\pi_i} \) and \( \phi_{\pi_i} \) are computed in line 1. The transmission order \( \pi \) is computed in line 1. The number of active workers to the smallest value of \( \tilde{n} \) such that \( f(\tilde{n}, \pi) \geq W \), i.e.,

\[
n = \arg\min_{\tilde{n}=1, \ldots, |P|} \{ f(\tilde{n}, \pi) : f(\tilde{n}, \pi) \geq W \},
\]

and the number of rounds \( m = q(n, \pi) \).

Once the values of \( n \) and \( m \) have been computed, the fraction \( \alpha_{\pi_i} \) of the load size \( Q \) processed by each worker \( \pi_i \in \{1, \ldots, n\} \) at every round \( k = \{1, \ldots, m - 1\} \) is given by

\[
\alpha_{\pi_i} = \begin{cases} 
\left( 1 - \frac{1}{Q} \sum_{i=2}^{n} \phi_{\pi_i} \right) / \left( 1 + \sum_{i=2}^{n} \Delta_{\pi_i} \right), & \text{if } i = 1, \\
\alpha_{\pi_1} \Delta_{\pi_i} + \frac{1}{Q} \phi_{\pi_i}, & \text{if } i = 2, \ldots, n.
\end{cases}
\]

Consequently, the fraction \( \beta_{\pi_i} \) of the load size \( Q \) processed by each worker \( \pi_i \in \{1, \ldots, n\} \) in the last round is given by

\[
\beta_{\pi_i} = \begin{cases} 
\left( 1 - \frac{1}{Q} \sum_{j=2}^{n} \Gamma_{\pi_i} \right) / \left( 1 + \sum_{i=2}^{n} E_{\pi_i} \right), & \text{if } i = 1, \\
\beta_{\pi_1} E_{\pi_i} + \frac{1}{Q} \Gamma_{\pi_i}, & \text{if } i = 2, \ldots, n,
\end{cases}
\]

where \( \delta_{\pi_i} = (s_{\pi_i} - s_{\pi_{i+1}} - g_{\pi_{i+1}}) / (w_{\pi_{i+1}} + G_{\pi_{i+1}}) \), \( \epsilon_{\pi_i} = w_{\pi_i} / (w_{\pi_{i+1}} + G_{\pi_{i+1}}) \), \( E_{\pi_i} = \prod_{j=2}^{i} \epsilon_{\pi_j} \), and \( \Gamma_{\pi_i} = \sum_{j=2}^{i} \left( \delta_{\pi_i} \prod_{l=j+1}^{i} \epsilon_{\pi_l} \right) \).

The pseudo-code of CBM is presented in Fig. 3. It receives as input the value \( W \), the set \( P \), and the values of \( g_i, G_i, s_i, \) and \( w_i \) for every \( i \in P \). The transmission order \( \pi \) is computed in line 1. The number \( n \) of active workers is computed in lines 2 to 5, while the number \( m \) of rounds is calculated in line 6. The round size \( Q \) is computed in line 7. The loop from lines 8 to 11 computes the value of \( \theta^k_i \) for every active worker \( \pi_i \in \{1, \ldots, n\} \). The size of the load chunk received by each worker \( \pi_i \) at each of the \( m - 1 \) first rounds is set in line 9, while that for the last round is set in line 10. The values of \( \theta^k_i \) for nonactive workers are set in the loop of lines 12 to 14. The solution, represented by \( \pi, n, m, \) and \( \theta \), is returned in line 15. Computational experiments showed that heuristic CBM
outperformed heuristics LPAP (Beaumont et al., 2003b) and ESCR (Hsu et al., 2008). To the best of our knowledge, CBM is the best heuristic for problem MR-DLS at the time of writing.

3. Biased random-key genetic algorithm

Genetic algorithms with random keys, or random-key genetic algorithms (RKGAs), were first introduced by Bean (1994) for combinatorial optimization problems whose solutions may be represented by permutation vectors. Solutions are represented as vectors of randomly generated real numbers called keys. A deterministic algorithm, called a decoder, takes as input a solution vector and associates with it a feasible solution of the combinatorial optimization problem, for which an objective value or fitness can be computed. Two parents are selected at random from the entire population to implement the crossover operation in the implementation of an RKG. Parents are allowed to be selected for mating more than once in the same generation.

A BRKGA differs from an RKG in the way parents are selected for crossover (see Gonçalves and Resende, 2011, for a review). In a BRKGA, each element is generated combining one element selected at random from the elite solutions in the current population, while the other is a nonelite solution. The selection is said to be biased because one parent is always an elite solution, and has a higher probability of passing its genes to the new generation.

The BRKGA for MR-DLS, called GA-KEY, evolves a population of chromosomes that consists of vectors of real numbers. Each solution is represented by a vector of $|P| + 2$ components, in which each key is a real number in the range $[0, 1)$. Each of the $|P|$ first keys is associated with a worker processor in $P$. The $(|P| + 1)$th key is associated with the number $n$ of active workers, while the $(|P| + 2)$th key is associated with the number $m$ of rounds. Each solution represented by

---

```
procedure CBM(W, P, g_i, G_i, s_i, w_i)
    1 Let $\pi$ be a permutation of $P$ with $G_{\pi_i} \leq G_{\pi_{i+1}}$, for $i = 1, \ldots, |P| - 1$;
    2 Set $n \leftarrow 1$;
    3 while $f(n, \pi) < W$ and $n < |P|$ do;
        4 $n \leftarrow n + 1$;
    5 end-while;
    6 Set $m \leftarrow q(n, \pi)$;
    7 Set $Q \leftarrow W/m$;
    8 for $i = 1, \ldots, n$ do;
        9 Set $\theta^k_{\pi_i} \leftarrow Q \cdot \alpha_{\pi_i}$, for all $k \in \{1, \ldots, m - 1\}$;
        10 Set $\theta^m_{\pi_i} \leftarrow Q \cdot \beta_{\pi_i}$;
    11 end-for;
    12 for $i = n + 1, \ldots, |P|$ do;
        13 Set $\theta^k_{\pi_i} \leftarrow 0$, for all $k \in \{1, \ldots, m\}$;
    14 end-for;
    15 return $<\pi, n, m, \theta>$_;
end CBM.
```

Fig. 3. Pseudo-code of the CBM heuristic for MR-DLS.
a chromosome is decoded by an algorithm that receives the vector of keys and builds a feasible solution for MR-DLS, i.e., the decoder returns \(<\pi, n, m, \theta>\).

Given any chromosome \(c\) from the population, the decoding algorithm builds a solution as follows. The activation order \(\pi\) is determined by sorting the worker processors in a nondecreasing order of their keys. Let \(x \in [0, 1]\) be the value of the \((|P|+1)\)th key in chromosome \(c\). The number of active workers is an integer number uniformly distributed in the interval \([1, |P|]\) obtained from the value of \(x\) by \(n = \lfloor |P| \cdot x + 1 \rfloor\). Since, in principle, there is no upper bound to the number of rounds, we use a different approach to compute the number \(m\) of rounds. Let \(y \in [0, 1]\) be the value of the \((|P|+2)\)th key in chromosome \(c\). The number of rounds is set as \(m = \lfloor 1 / (1-y) \rfloor\). An advantage of this approach is that smaller values of \(m\) are more likely to be chosen, which is opportune as the larger is the number of rounds, the larger is the amount of time spent in communication and computation setup times. The values of \(\theta_{ki}\), for all \(i \in P\) and \(k \in \{1, \ldots, m\}\), are calculated as in CBM (Shokripour et al., 2012), i.e., following lines 7 (we recall that the value of \(m\) is now given by the last random key) to 14 of the pseudo-code in Fig. 3. The makespan of the resulting solution is used as the fitness of the chromosome.

We use the parametric uniform crossover scheme proposed in Spears and de Jong (1991) to combine two parent solutions and produce an offspring. In this scheme, the offspring inherits each of its keys from the best fit of the two parents with probability 0.6 and from the least fit parent with probability 0.4. This genetic algorithm does not use the standard mutation operator, where parts of the chromosomes are changed with small probability. Instead, the concept of mutants is used: mutant solutions are introduced in the population in each generation, randomly generated in the same way as in the initial population. Mutants play the same role of the mutation operator in traditional genetic algorithms, diversifying the search and helping the procedure to escape from locally optimal solutions.

The \((|P|+2)\) keys in the chromosome are randomly generated in the initial population. At each generation, the population is partitioned into two sets: \(TOP\) and \(REST\). Consequently, the size of the population is \(|TOP| + |REST|\). Subset \(TOP\) contains the best solutions in the population. Subset \(REST\) is formed by two disjoint subsets: \(MID\) and \(BOT\), with subset \(BOT\) being formed by the worst elements in the current population. As illustrated in Fig. 4, the chromosomes in \(TOP\) are
simply copied to the population of the next generation. The elements in $BOT$ are replaced by newly created mutants. The remaining elements of the new population are obtained by crossover with one parent randomly chosen from $TOP$ and the other from $REST$. This distinguishes a BRKGA from the RKGA of Bean (1994), where both parents are selected at random from the entire population. Since a parent solution can be chosen for crossover more than once in a given generation, elite solutions have a higher probability of passing their random keys to the next generation. In this way, $|MID| = |REST - BOT|$ offspring solutions are created. In our implementation, the population size was set to $\gamma = |TOP| + |MID| + |BOT| = 5 \times |P|$, with the sizes of sets $TOP$, $MID$, and $BOT$ set to $0.15 \times \gamma$, $0.7 \times \gamma$, and $0.15 \times \gamma$, respectively, as suggested in Brandão et al. (2015), Buriol et al. (2005, 2007), Chan et al. (2015), Gonçalves et al. (2009, 2016), Gonçalves and Resende (2011), Noronha et al. (2011), and Zheng et al. (2014).

4. Computational experiments

In this section, we report computational experiments to assess the performance of the BRKGA GA-KEY. This algorithm was implemented in C++ and compiled with GNU C++ version 4.6.3. The experiments were performed on a 3.40 GHz i7-4770 Intel Core CPU with 16 GB of RAM memory.

Our experiments were carried out on the same set of instances used by Shokripour et al. (2012). The six instances have 50 workers and the value of $W$ is equal to 50, 250, 450, 650, 850, and 1050. The values $g_i$, $s_i$, and $w_i$, $i = 1, \ldots, |P|$, were randomly generated, with $G_i = 20 \times w_i$.

Since Shokripour et al. (2012) reported numerical results showing that heuristic CBM outperformed both LPAP (Beaumont et al., 2003b) and ESCR (Hsu et al., 2008), the experiments in this section will address exclusively the comparison between the newly proposed GA-KEY genetic algorithm and CBM.

In the first experiment, we investigate if GA-KEY efficiently identifies the relationships between keys and good solutions, converging to better solutions than those obtained by CBM (Shokripour et al., 2012). To do so, we compare the performance of GA-KEY with that of a multi-start procedure (MS-KEY) that uses the same decoding heuristic. Each iteration of MS-KEY applies the decoding heuristic starting from a randomly generated vector of random keys. Therefore, nothing is learned from one iteration to the next. GA-KEY and MS-KEY were run ten times for each instance, with different seeds for the random number generator (Matsumoto et al., 1998). GA-KEY was made to stop after $|P|$ generations without improvement in the cost of the best solution found, while MS-KEY after $|P| \times \gamma$ iterations without improvement, where $\gamma$ is the population size of GA-KEY.

Table 1 reports the results of this experiment. The first column identifies the load $W$ of each instance. The two next columns provide the makespan and the running time in seconds obtained by the CBM heuristic. The three next columns provide average results over ten runs for the makespan and the running time in seconds obtained by MS-KEY, as well as the relative improvement obtained in the makespan by MS-KEY with respect to that previously computed by CBM. The three last columns display average results over ten runs for the makespan and the running time in seconds obtained by GA-KEY, as well as the relative improvement obtained in the makespan by GA-KEY with respect to that computed by CBM. The average relative improvement of GA-KEY over CBM
Table 1

Results of GA-KEY and MS-KEY compared with those of CBM

<table>
<thead>
<tr>
<th>$W$</th>
<th>CBM</th>
<th>MS-KEY</th>
<th>GA-KEY</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Makespan</td>
<td>Time (seconds)</td>
<td>Makespan</td>
</tr>
<tr>
<td>50</td>
<td>1367.50</td>
<td>0.01</td>
<td>1183.85</td>
</tr>
<tr>
<td>250</td>
<td>4614.69</td>
<td>0.01</td>
<td>4124.45</td>
</tr>
<tr>
<td>450</td>
<td>7537.98</td>
<td>0.01</td>
<td>6865.69</td>
</tr>
<tr>
<td>650</td>
<td>10,203.79</td>
<td>0.01</td>
<td>9600.56</td>
</tr>
<tr>
<td>850</td>
<td>12,887.14</td>
<td>0.01</td>
<td>12,333.86</td>
</tr>
<tr>
<td>1050</td>
<td>15,578.63</td>
<td>0.01</td>
<td>15,065.73</td>
</tr>
<tr>
<td>Average</td>
<td>8698.29</td>
<td>0.01</td>
<td>8195.69</td>
</tr>
</tbody>
</table>

amounted to up to 18.85%, observed for $W = 50$. The average relative improvements observed for MS-KEY and GA-KEY were, respectively, 7.74% and 11.68%.

Figures 5 and 6 display six plots exhibiting how the value of the best solution obtained by each of the genetic algorithms MS-KEY and GA-KEY evolves with the running time and compare them with that obtained by CBM, for each of the instances considered in the experiment. They show that GA-KEY systematically finds better solutions faster and that it converges to its best value before one second for all test instances.

In the second experiment, we evaluate and compare the run time distributions (or time-to-target plots—or ttt-plots, for short) of MS-KEY and GA-KEY. ttt-plots display on the ordinate axis the probability that an algorithm will find a solution at least as good as a given target value within a given running time, shown on the abscissa axis. Run time distributions have also been advocated by Hoos and Stützle (1998) as a way to characterize the running times of stochastic local search algorithms for combinatorial optimization. In this experiment, both MS-KEY and GA-KEY were made to stop whenever a solution with cost smaller than or equal to a given target value was found. The target is set as the cost of the best-known solution for the instance. The heuristics were run 200 times each, with different initial seeds for the pseudo-random number generator. Next, the empirical probability distributions of the time taken by each heuristic to find a target solution value are plotted. To plot the empirical distribution for each heuristic, we followed the methodology proposed by (Aiex et al., 2002, 2007). We associate a probability $p_i = (i - \frac{1}{2})/200$ with the $ith$ smallest running time $t_i$ and plot the points $(t_i, p_i)$, for $i = 1, \ldots, 200$. The more to the left is a plot, the better is the algorithm corresponding to it.

Time-to-target plots for the six instances considered in this study are shown in Figs. 7 and 8. Figure 7 shows that GA-KEY finds solutions with makespan equal to 1109.28, 3954.92, and 6595.53 for the three first instances with probability close to 100% in less than one second of running time, while MS-KEY may take up to 60 seconds to find solutions as good as those with the same probability. Similar results are observed for the other instances in Fig. 8: GA-KEY finds solutions with makespan equal to 9230.49, 11860.48, and 14492.37 for the three last instances with probability close to 100% in less than five seconds of running time, while MS-KEY may take up to 120 seconds to find same quality solutions with the same probability. We used the tool proposed by Ribeiro et al. (2012) to perform a direct numerical comparison of MS-KEY and GA-KEY.
Fig. 5. Best solution value versus running time along the first six seconds for CBM, MS-KEY, and GA-KEY.
Fig. 6. Best solution value versus running time along the first six seconds for CBM, MS-KEY, and GA-KEY.
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Fig. 7. ttt-plots for instances (a) $W = 50$, target $= 1109.28$, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.96$; (b) $W = 250$, target $= 3954.92$, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.97$; and (c) $W = 450$, target $= 6595.53$, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.98$. 
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Fig. 8. ttt-plots for instances (a) $W = 650$, target = 9230.49, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.99$; (b) $W = 850$, target = 11,860.48, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.99$; and (c) $W = 1050$, target = 14,492.37, and $P(T_{GA-KEY} \leq T_{MS-KEY}) = 0.99$. 
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Let $T_{\text{GA-KEY}}$ (resp. $T_{\text{MS-KEY}}$) be the continuous random variable representing the time needed by GA-KEY (resp. MS-KEY) to find a solution as good as the target, and let $P(T_{\text{GA-KEY}} \leq T_{\text{MS-KEY}})$ be the probability that GA-KEY finds a solution as good as the target in less time than MS-KEY. These probabilities are computed for the six test instances by the software developed by Ribeiro et al. (2015) and reported in the captions of Figs. 7 and 8. We can see from these results that the probability that GA-KEY finds the target in less time than MS-KEY is greater than or equal to 96% for all test instances, showing that BRKGA identifies the relationships between the keys and the good solutions throughout the evolutionary process.

5. Concluding remarks

We considered the unconstrained multi-round divisible load scheduling problem with dedicated and heterogeneous processors. Data transmission is divided into rounds and every active worker receives a load chunk at each round. Multi-round systems may reduce the makespan by decreasing the idle times, at the additional cost of repeated setup times at each round. A biased random-key genetic algorithm was proposed for approximately solving this problem. This GA-KEY heuristic improves upon the best algorithm in the literature in terms of solution quality, since it performs a global search in the space of processor permutations in order to find the best transmission order of the processors and the best values for the number of active processors and for the number of rounds. Computational experiments showed that the makespans obtained by the proposed heuristic improved those obtained by CBM by 11.68%, on average.
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