Exploiting run time distributions to compare sequential and parallel stochastic local search algorithms
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1 Motivation

Run time distributions or time-to-target plots display on the ordinate axis the probability that an algorithm will find a solution at least as good as a given target value within a given running time, shown on the abscissa axis. Time-to-target plots were first used by Feo et al. [3]. Run time distributions have been advocated by Hoos and Stützle [4, 5] as a way to characterize the running times of stochastic algorithms for combinatorial optimization.

Aiex et al. [2] described a perl program to create time-to-target plots for measured times that are assumed to fit a shifted exponential distribution, following [1]. Such plots are very useful in the comparison of different algorithms for solving a given problem and have been widely used as a tool for algorithm design and comparison.

In this work, we describe a new tool to compare any pair of stochastic local search algorithms and apply it in the investigation of different applications. In Section 2, we describe a numerical procedure for computing the probability that one of the algorithms finds a given target solution value in a smaller computation time than the other. Applications illustrating the comparison of different sequential and parallel algorithms for the same problem appear in Section 3. Concluding remarks are made in the last section.

2 Comparing run time distributions

We assume the existence of two stochastic local search algorithms $A_1$ and $A_2$ for approximately solving some combinatorial optimization problem. Given a problem instance and a target value, algorithms $A_1$ and $A_2$ stop when they find a solution with value at least as good as a given target.
We denote by $X_1$ (resp. $X_2$) the continuous random variable representing the time needed by algorithm $A_1$ (resp. $A_2$) to stop. We denote by $F_{X_1}(\tau)$ and $f_{X_1}(\tau)$ (resp. $F_{X_2}(\tau)$ and $f_{X_2}(\tau)$) the cumulative probability distribution and the probability density function of $X_1$ (resp. $X_2$), for $\tau > 0$.

Since both algorithms stop when they find a solution at least as good as the target, we may say that algorithm $A_1$ performs better than $A_2$ if the former stops before the latter. Therefore, we are interested in evaluating the probability $Pr(X_1 \leq X_2)$ that $X_1$ takes a value smaller than or equal to $X_2$. Conditioning on the value of $X_2$ and applying the total probability theorem, we obtain:

$$Pr(X_1 \leq X_2) = \int_{-\infty}^{\infty} Pr(X_1 \leq \tau)f_{X_2}(\tau)d\tau = \int_{0}^{\infty} Pr(X_1 \leq \tau)f_{X_2}(\tau)d\tau.$$ 

For an arbitrary small real number $\varepsilon$, this expression can be rewritten as

$$Pr(X_1 \leq X_2) = \sum_{i=0}^{\infty} \int_{i\varepsilon}^{(i+1)\varepsilon} Pr(X_1 \leq \tau)f_{X_2}(\tau)d\tau. \quad (1)$$

Since $Pr(X_1 \leq i\varepsilon) \leq Pr(X_1 \leq \tau) \leq Pr(X_1 \leq (i+1)\varepsilon)$ for $i\varepsilon \leq \tau \leq (i+1)\varepsilon$, we obtain

$$\sum_{i=0}^{\infty} F_{X_1}(i\varepsilon) \int_{i\varepsilon}^{(i+1)\varepsilon} f_{X_2}(\tau)d\tau \leq Pr(X_1 \leq X_2) \leq \sum_{i=0}^{\infty} F_{X_1}((i+1)\varepsilon) \int_{i\varepsilon}^{(i+1)\varepsilon} f_{X_2}(\tau)d\tau.$$ 

Let $L(\varepsilon)$ and $R(\varepsilon)$ be the left and right hand side values of the above expression, respectively, with $\Delta(\varepsilon) = R(\varepsilon) - L(\varepsilon)$. Then,

$$\Delta(\varepsilon) = \sum_{i=0}^{\infty} [F_{X_1}((i+1)\varepsilon) - F_{X_1}(i\varepsilon)] \int_{i\varepsilon}^{(i+1)\varepsilon} f_{X_2}(\tau)d\tau.$$ 

Let $\delta = \max_{\tau \geq 0} \{f_{X_1}(\tau)\}$. Since $|F_{X_1}((i+1)\varepsilon) - F_{X_1}(i\varepsilon)| \leq \delta \varepsilon$ for $i \geq 0$,

$$\Delta(\varepsilon) \leq \sum_{i=0}^{\infty} \delta \varepsilon \int_{i\varepsilon}^{(i+1)\varepsilon} f_{X_2}(\tau)d\tau = \delta \varepsilon \int_{0}^{\infty} f_{X_2}(\tau)d\tau = \delta \varepsilon.$$ 

In order to evaluate a good approximation to $Pr(X_1 \leq X_2)$, we select the appropriate value of $\varepsilon$ such that the resulting approximation error $\Delta(\varepsilon)$ is sufficiently small. Next, we compute $L(\varepsilon)$ and $R(\varepsilon)$ to obtain

$$Pr(X_1 \leq X_2) \approx \frac{L(\varepsilon) + R(\varepsilon)}{2}. \quad (2)$$

In practice, the probability distributions of the random variables $X_1$ and $X_2$ are unknown. Instead of them, we have a large number $N$ of observations of $X_1$ and $X_2$. Since $\delta = \max_{\tau \geq 0} \{f_{X_1}(\tau)\}$ is unknown, the value of $\varepsilon$ cannot be estimated. Then, we proceed iteratively as follows.

Let $t_1(j)$ (resp. $t_2(j)$) be the value of the $j$-th smallest observation of $X_1$ (resp. $X_2$), for $j = 1, \ldots, N$. We set the bounds $a = \min\{t_1(1), t_2(1)\}$ and $b = \max\{t_1(N), t_2(N)\}$ and choose an arbitrary number $h$ of integration intervals to compute an initial value for the integration interval $\varepsilon = (b-a)/h$. For small values of $\varepsilon$, the probability density function $f_{X_1}(\tau)$ in the interval $[i\varepsilon, (i+1)\varepsilon]$ can be approximated by $\hat{f}_{X_1}(\tau) = (\tilde{F}_{X_1}((i+1)\varepsilon) - \tilde{F}_{X_1}(i\varepsilon))/\varepsilon$, where $\tilde{F}_{X_1}(i\varepsilon) = \{t_1(j), j = 1, \ldots, N : t_1(j) \leq i\varepsilon\}$. The same approximation holds for $X_2$.

The value of $Pr(X_1 \leq X_2)$ can be computed as in (2), using the estimates $\hat{f}_{X_1}(\tau)$ and $\hat{f}_{X_2}(\tau)$ in the computation of $L(\varepsilon)$ and $R(\varepsilon)$. If the approximation error $\Delta(\varepsilon) = R(\varepsilon) - L(\varepsilon)$ is sufficiently small, then the procedure stops. Otherwise, the value of $\varepsilon$ is halved and the above steps are repeated.
3 Applications

The tool described in the previous section was applied by Ribeiro et al. [9] in the comparison of stochastic local search algorithms for three different test problems: DM-D5 and GRASP algorithms for server replication for reliable multicast, multistart and tabu search algorithms for routing and wavelength assignment in optical networks, and GRASP algorithms for 2-path network design. In this section, we further apply this tool to illustrate the comparison between different sequential versions of GRASP with path-relinking, as well as the comparison of cooperative and independent parallel implementations of GRASP with bidirectional path-relinking on up to 32 processors for solving the 2-path network design problem.

Given a connected undirected graph with non-negative weights associated with its edges, together with a set of origin-destination nodes, the 2-path network design problem consists of finding a minimum weighted subset of edges containing a path formed by at most two edges between every origin-destination pair. Applications can be found in the design of communication networks, in which paths with few edges are sought to enforce high reliability and small delays.

We first compare different GRASP heuristics, with and without path-relinking, for solving the 2-path network design problem [8]. The first is a pure GRASP algorithm (algorithm $A_1$). The others integrate different path-relinking strategies for search intensification at the end of each GRASP iteration: forward (algorithm $A_2$), bidirectional (algorithm $A_3$), backward (algorithm $A_4$), and mixed (algorithm $A_5$) [6, 7]. Each version was run 500 independent times. These experiments are summarized by the results obtained on an instance with 80 nodes and 800 origin-destination pairs, with the target value set at 588.

The empirical run time distributions of the five algorithms are superimposed in Figure 1. Algorithm $A_2$ (as well as $A_3$, $A_4$, and $A_5$) performs much better than $A_1$, since $Pr(X_2 \leq X_1) = 0.968732$. Algorithm $A_3$ outperforms $A_2$, as illustrated by the fact that $Pr(X_3 \leq X_2) = 0.615286$. Algorithm $A_4$ performs slightly better than $A_3$ for this instance, since $Pr(X_4 \leq X_3) = 0.535582$. Algorithms $A_5$ and $A_4$ also behave very similarly, but $A_5$ is slightly better for this instance since $Pr(X_5 \leq X_4) = 0.554354$.

Figures 2 and 3 superimpose the run time distributions of the cooperative and independent
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parallel implementations of GRASP with bidirectional path-relinking for the same problem, respectively, on 2, 4, 8, 16, and 32 processors, for an instance with 100 nodes and 1000 origin-destination pairs, and with the target value set at 683. Each algorithm was run 200 times. Since parallel implementations produce many outliers, we eliminated the observations corresponding to the 5% lower and the 5% higher parallel elapsed times. We denote by $A_k^1$ (resp. $A_k^2$) the cooperative (resp. independent) parallel implementation running on $k$ processors, for $k = 2, 4, 8, 16, 32$.

Table 1 displays the probability that the cooperative parallel implementation performs better than the independent on 2, 4, 8, 16, and 32 processors. We observe that the independent implementation performs better than the cooperative on two processors. In this case, the cooperative implementation does not benefit from the existence of two processors, since only one of them performs iterations, while the other acts as the master. However, as the number of processors increases from four to 32, the cooperative implementation performs progressively better than the independent, since more processors are devoted to perform GRASP iterations.

![Figure 2: Superimposed empirical run time distributions of cooperative parallel GRASP with bidirectional path-relinking running on 2, 4, 8, 16, and 32 processors.](image)

Table 2 displays the probability that each of the two parallel implementations performs better on $2^{j+1}$ than on $2^j$ processors, for $j = 1, 2, 3, 4$. The cooperative implementation scales appropriately as the number of processors grows. Contrarily, the performance of the independent implementation
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<table>
<thead>
<tr>
<th>Processors ((k))</th>
<th>(Pr(X_1^k \leq X_2^k))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.309660</td>
</tr>
<tr>
<td>4</td>
<td>0.597253</td>
</tr>
<tr>
<td>8</td>
<td>0.766698</td>
</tr>
<tr>
<td>16</td>
<td>0.860910</td>
</tr>
<tr>
<td>32</td>
<td>0.944846</td>
</tr>
</tbody>
</table>

Table 1: Comparing the cooperative and independent parallel implementations.

<table>
<thead>
<tr>
<th>Processors ((a))</th>
<th>Processors ((b))</th>
<th>(Pr(X_1^a \leq X_1^b))</th>
<th>(Pr(X_2^a \leq X_2^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>0.766204</td>
<td>0.629691</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>0.748302</td>
<td>0.662932</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>0.713272</td>
<td>0.571173</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>0.742037</td>
<td>0.224815</td>
</tr>
</tbody>
</table>

Table 2: Comparing the parallel implementations on \(2^{j+1}\) and \(2^j\) processors, for \(j = 1, 2, 3, 4\).

apparently deteriorates in the same scenario.

4 Concluding remarks

Run time distributions are useful tools to characterize stochastic algorithms for combinatorial optimization. In this work, we extended previous tools for plotting and evaluating run time distributions. We described a numerical iterative procedure for computing the probability that one algorithm finds a solution at least as good as some target value in a smaller computation time than another.

This procedure was applied in the comparison of sequential heuristics and parallel implementations of local search algorithms, providing an alternative to evaluate and compare their performances. The proposed tool was also used to illustrate insightful analysis involving trade-offs between computation times and scalability of parallel implementations when the number of processors varies.
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