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Network routing, a critical element of network management, consists of the decision rules to connect the pairs of origins and destinations in order to communicate at a given rate on a given topology with fixed link capacities. In the hierarchy of decision problems that dominate network management, routing stands between network design (where topology, facility location and capacity assignment are considered under long-term strategic objectives) and flow control (where traffic is dynamically organized under short-term operational objectives at each switch and router along the routes specified by the routing module). These decision levels are strongly interconnected, giving rise to integrated optimization models at each interface, such as capacity and flow assignment [1] or routing under quality of service constraints [4]. 

The world has witnessed an extremely fast evolution of communication networks in recent years, highlighted by the explosive development of the Internet. This worldwide phenomenon has presented a permanent challenge for operations researchers to propose new models and solution techniques well adapted to the increasing complexity of the associated decision problems. If the curse of dimensionality has been the main obstacle to follow the evolution, a new feature – characteristic of the nature of modern high-speed multimedia traffic – has become unavoidable: the increasing heterogeneity of these networks. Routing is much concerned with that evolution. Besides the fact that traffic modeling takes into consideration many different communications requirements involving many different origin-destination pairs, different technological constraints imposed by the protocols that direct that traffic may occur at the same time at different nodes of the network. Connection-oriented protocols lead to non-bifurcated routing (each flow follows a unique path between each pair origin-destination), whereas packet-switched protocols do not. Even IP networks are concerned with these difficulties, due to the combinatorial nature of path construction. Indeed, when the OSPF (open shortest path first) protocol is used, multiple shortest paths can be used, but demand should not be split into fractional values. The Internet Engineering Task Force (IETF) has recently introduced multi-protocol label switching (MPLS) [7] to extend and simplify routing tasks with respect to packet forwarding and controlling, but these standardization efforts will have to cope with the revolution of optical fiber technology in the very near future.

This challenging evolution can be illustrated with two examples drawn from collaborations between academic research institutions and private research groups from the telecommunications industry in France, Brazil and the United States. The first example involves a routing model with non-conservative flows. This happens when different protocols operate on the network in a nested way, encapsulating data packets and adding non-negligible overheads to the original traffic. The second example considers the routing of private virtual circuits provisioned by a frame relay service. The efficiency of network resource utilization is improved by an offline algorithm that takes into account factors not considered by the switch, such as the quality of service criterion. 

Routing of backbone networks with multiple protocols

The routing problem consists of determining the optimal routes that will carry the data flows on a communication network with multiple origin-destination pairs under link capacity constraints. It is generally modeled as a multi-commodity flow problem. Efficient algorithms are currently at hand to solve real-size instances, even with nonlinear cost functions [1]. These algorithms rely on shortest-path computations that are “easy” if the marginal cost of any link is independent on the path used to cross it. Unfortunately, this is not true if flow conservation does not hold at each node, which is indeed the case when the data packets are managed by different protocols on their way to the destination. The reason why one might have to deal with various protocols coexisting in the same infrastructure is mainly due to the combination of two conflicting situations:

(a) the rapid evolution of technology, leading to broadband networks with multiple applications; and

(b) the high investment costs that firms have to face to update their network infrastructure.

Today, only a small number of protocols are present in architectures like ATM (asynchronous transfer mode), Frame Relay (fast synchronous switching mode) or X25 (early packet-switched data network protocol). Each of them can support different native traffic. For instance, communications issued from the local centers of a company can be federated on X25 trunks, and then carried to other centers via an ATM or a frame relay network. To devise new models closer to the reality of modern day networks, one has to take this variety of links into account as early as possible in the optimization process. In a recent collaboration between LIMOS (CNRS laboratory of Computer Science, Université Blaise Pascal, Clermont-Ferrand, France) and France Telecom R&D, researchers used a new path-generation technique to explicitly model the situation and solve the corresponding routing problem.

These networks are organized in layers, each of them composed of connections. Each connection possesses its own protocol and can be supported by a connection issued from a deeper layer, provided that these connections are nested, i.e. the extremities of any supporting connection cannot be outside the scope of the supported connection. Figures 1 and 2 illustrate the routing of an IP dataflow along paths composed of connections that are supported by deeper connections. Packets are represented by large triangles, the overheads by smaller triangles. The physical layer corresponds to the deepest layer. An X25 connection between nodes 1 and 4 is supported by a frame relay connection between nodes 2 and 4, which is supported itself by an ATM link between nodes 2 and 3.

Due to protocol overheads, the apparent flow on link (2,3) is larger than the flow entering the path at node 1 or leaving at node 4. The effect of segmentation (for example, to organize the flow into small 53-bits cells on the ATM link) is neglected here, but it will certainly only worsen that bad effect on the non-conservativeness of the flows along the paths made of multiple connections. As each physical link is willing to share its bandwidth with many connections using many different paths, we can easily understand that the modeling of the routing problem should be revised drastically. Indeed, it was shown that, when the overhead relative size depends on the sequence of encapsulations on a given path, the simplest problems like shortest-path calculations become NP-hard.
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Figure 1: X25 connections, supported by frame relay connections, supported in turn by ATM connections
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Figure 2: Protocol overheads in the encapsulation/desencapsulation process

To overcome that complexity issue, Bertrand et al [2] proposed to reformulate the shortest-path problem (and, consequently, the multi-commodity flow routing problem) on a multi-layered network, where paths are organized into path stacks. The lowest layer corresponds to the physical network with its capacitated links, while the upper layer corresponds to the virtual graph of the demands between each origin-destination pair. On an intermediate layer, each edge is associated with a protocol and each subpath is assigned to a path stack made of all supported connections at the higher levels. A given multiplier will measure the effect of encapsulation for each edge and each path stack to which that edge belongs. A column-generation method is then applied to the corresponding multi-layered model where columns are associated to path stacks. The path stack with minimum reduced cost is obtained by a greedy algorithm where simple shortest-path calculations are performed sequentially on each layer.

This heuristic has been applied with success to real size backbones used by France Telecom. The next step is to embed the present approach in the context of network design. For instance, these routing problems can be combined with dimensioning problems (like the CFA problem). The authors are currently working on branch-and-cut algorithms for network design with multiple protocols. Special efforts have been made to model such telecommunication networks in terms of their openness to various protocols and technologies (the model can represent virtual layers supported by physical connections, or newer technologies such as IP over MPLS or IP over ATM over SDH). From the point of view of the French managers of the TRANSPAC network (which provides services to 44,000 clients), this study will serve as an argument in favor of an increased standardization of the communication protocols to avoid over-dimensioning at the cost of the bandwidth provider.

Private virtual circuit routing under QoS constraints
A frame relay service offers virtual private networks to customers by provisioning a set of permanent (long-term) private virtual circuits (PVCs) between endpoints on a large backbone network. During the provisioning of a PVC, routing decisions are made either automatically by the frame relay switch or by the network designer, through the use of preferred routing assignments and without any knowledge of future requests. Over time, these decisions usually cause inefficiencies in the network and occasional rerouting of the PVCs is needed. The new routing scheme is then implemented on the network through preferred routing assignments. Given a preferred routing assignment, the switch will move each PVC from its current route to the new preferred route, as soon as this move becomes feasible. The problem is illustrated in Figure 3. Supposing that each link is able to route at most three PVCs, this figure illustrates a situation in which the three first customers (green, blue, red) are routed following shortest paths with three hops each (a). Since the central backbone edge is already saturated, a fourth costumer (yellow) has to take a longer route with four hops (b). However, if the green and the red customers can be rerouted (c), then the fourth (yellow) costumer can also be routed using a 3-hop path (d), leading to improved network performance.
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Figure 3: PVC rerouting leading to improved performance.
A GRASP (greedy randomized adaptive search procedure) with path-relinking heuristic [6] for the problem of routing offline a set of PVC demands (also known as the bandwidth packing problem) over a backbone network is described in [7]. The function to be optimized takes into account a combination of the propagation delays with the congestion of the most saturated network link. The explicit handling of propagation delays is important in international networks, where distances between backbone nodes vary considerably. Minimizing network congestion is important for providing the maximum flexibility to handle overbooking (which is typically used by network designers to account for non-coincidence of traffic), PVC rerouting (due to link or card failures) and bursting above the committed rate (which is not only allowed, but also sold to customers as one of the attractive features of frame relay). Moreover, the structure of the objective function provides a useful strategy for setting the appropriate value of the weight parameter combining its two components (delays and congestion) to achieve some specified quality of service level.

This approach was applied to several case studies, including the AT&T Worldnet backbone with projected demands, a real-world network with 90 nodes and 274 links. It significantly improved the results obtained by standard routing strategies used in traffic engineering by network planners; much lower congestion levels were observed and higher demands could be routed using the same link capacities. Using this heuristic, a tool for optimally loading demands on single-path routes on a capacitated network is being used in the design of next-generation frame relay and MPLS core architectures to assess if the current and forecasted demands can be handled by the proposed trunk plan. The impact of this tool is evaluated in terms of the savings in the installation of new equipments, whose deployment may be delayed due to the improved use of the currently installed routers and links.

Conclusions

The increasing heterogeneity of modern communication networks is forcing the OR community to design new models and algorithms, adapting itself constantly to the stimulating evolution of technologies. We provided a framework to cope with the problem of designing heterogeneous networks, describing a heuristic algorithm to solve the routing problem and opening the way to embed the resolution of the routing problem into an iterative framework to globally solve the network design problem. One should nevertheless keep in mind that solving the dimensioning problem alone amounts to solving a complicated integer linear program. Once again, the role of well-designed heuristics is preponderant when practical solutions are needed at a reasonable computational cost.

Meta-heuristics are effective techniques that play a major role in the solution of combinatorial optimization problems in network design and routing. The use of a tool based on GRASP and path-relinking to solve the problem of PVC rerouting under quality of service constraints leads to improved network performance, by optimally loading demands on single-path routes. Network grooming, via PVC rerouting, allows for the immediate leverage of the provider’s current resources and delays capacity expansion costs. 

Another typical problem where optimization models and heuristics play a major role is that of routing under the Open Shortest Path First protocol. OSPF is one of the most commonly used intra-domain Internet routing protocols. Under this protocol, traffic is routed along shortest paths computed from weights associated with the network links, evenly splitting flow at nodes belonging to multiple shortest paths to the destination IP address. The problem consists in determining the link weights, with the objective of minimizing network congestion given a set of projected demands. A new heuristic proposed by Buriol et al [3] not only finds better solutions than pure genetic algorithms or local search procedures currently used by some service providers, but also converges faster. In particular, it provides more appropriate weights than those recommended by some equipment vendors, consequently improving network performance.

The models, tools and applications summarized above illustrate the importance of OR tools for network design and management in the telecommunications. Network optimization techniques aim not only to reduce costs, but also to help managers to evaluate the impact of new technologies on the quality of the services provided to the users.
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