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Abstract. The maximum diversity problem (MDP) consists of identi-
fying optimally diverse subsets of elements from some larger collection.
The selection of elements is based on the diversity of their characteristics,
calculated by a function applied on their attributes. This problem be-
longs to the class of NP-hard problems. This paper presents new GRASP
heuristics for this problem, using different construction and local search
procedures. Computational experiments and performance comparisons
between GRASP heuristics from literature and the proposed heuristics
are provided and the results are analyzed. The tests show that the new
GRASP heuristics are quite robust and find good solutions to this prob-
lem.

1 Introduction

The maximum diversity problem (MDP) [5-7] consists of identifying optimally
diverse subsets of elements from some larger collection. The selection of elements
is based on the diversity of their characteristics, calculated by a function applied
on their attributes. The goal is to find the subset that presents the maximum
possible diversity. There are many applications [10] that can be solved using
the resolution of this problem, such as medical treatment, selecting jury panel,
scheduling final exams, and VLSI design. This problem belongs to the class of
NP-hard problems [6].

Glover et al. [6] presented mixed integer zero-one formulation for this prob-
lem, that can be solved for small instances by exact methods. Bhadury et al. [3]
developed an exact algorithm using a network flow approach for the diversity
problem of working groups for a graduate course.

Some heuristics are available to obtain approximate solutions. Weitz and
Lakshminarayanan [12] developed five heuristics to find groups of students with
the most possible diverse characteristics, such as nationality, age and gradua-
tion level. They tested the heuristics using instances based on real data and
implemented an exact algorithm for solving them and the heuristic LCW (Lofti-
Cerveny-Weitz method) was considered the best for solving these instances.



Constructive and destructive heuristics were presented by Glover et al. [7],
who created instances with different size of population (maximum value was 30)
and showed that the proposed heuristics obtained results close (2 %) to the ones
obtained by the exact algorithm, but much faster.

Kochenberger and Glover [10] showed results obtained using a tabu search
and Katayama and Naribisa [9] developed a memetic algorithm. Both report
that computational experiments were carried out, but they did not compare the
performance of their algorithms with exact or other heuristics procedures.

Ghosh [5] proposed a GRASP (Greedy Randomized Adaptive Search Pro-
cedure) that obtained good results for small instances of the problem. Andrade
et al. [2] developed a new GRASP and showed results for instances randomly
created with a maximum population of 250 individuals. This algorithm was able
to find some solutions better than the ones found by the Ghosh algorithm.

GRASP [4] is an iterative process, where each iteration consists of two phases:
construction and local search. In the construction phase a feasible solution is
built, and its neighborhood is explored by a local search. The result is the best
solution found over all iterations. In Section 2 we describe three construction pro-
cedures developed using the concept of reactive GRASP introduced by Prais and
Ribeiro [11], and two local search strategies. In Section 3 we show computational
results for different versions of GRASP heuristics created by the combination of
a constructive algorithm and a local search strategy described in Section 2. Con-
cluding remarks are presented in Section 4.

2 GRASP heuristics

The construction phase of GRASP is an iterative process where, at each iteration,
the elements ¢ € C' that do not belong to the solution are evaluated by a greedy
function g : C — Ry, that estimates the gain of including it in the partial
solution. They are ordered by their estimated value in a list called restricted
candidate list (RCL) and one of them is randomly chosen and included in the
solution. The size of the RCL is limited by a parameter «. For a maximization
problem, only the elements whose g values are in the range [(1 — &)gmaz, Gmaxz)
are placed in RCL. This process stops when a feasible solution is obtained.

Prais and Ribeiro [11] proposed a new procedure called Reactive GRASP, for
which the parameter a used in the construction phase is self adjusted for each
iteration. For the first construction iteration, an a value is randomly selected
from a discrete set A = {aq,...,an}. Each element «; has a probability p;
associated and, initially, a uniform distribution is applied, thus we have p; =
1/m,i = 1,...,m. Periodically the probability distribution p;,i = 1,...,m is
updated using information collected during the former iterations. The aim is to
associate higher probabilities to values of a that lead to better solutions and
lower ones to values of a that guide to worse solutions.

The solutions generated by the construction phase are not guaranteed to be
locally optimal. Usually a local search is performed to attempt to improve each
constructed solution. It works by successively replacing the current solution by a



better one from its neighborhood, until no more better solutions are found. Nor-
mally, this phase demands great computational effort and execution time, so the
construction phase plays an important role to diminish this effort by supplying
good starting solutions for the local search. We implemented a technique widely
used to accomplish this task, that leads to a more greedy construction. For each
GRASP iteration, the construction algorithm is executed X times generating X
solutions and only the best solution is selected to be used as the initial solution
for the local search phase.

In the next subsections, we describe the construction and local search algo-
rithms developed for the GRASP heuristics, using the concepts discussed in this
section.

2.1 Construction phase.

Let E={e; :i € N},N ={1,2,...,n} be a population of n elements and e;,
leL=1{1,2,..1} the l values of the attributes of each element. In this paper,
we measure the diversity between any two elements ¢ and j by the Euclidean

distance calculated as d;; = \/Zi@:l(eik —e;,)%. Let M be a subset of N and
the overall diversity be 2(M) = >, ;. .c)s dij- The MDP problem consists of
maximizing the cost function z(M), subject to |M| =m.

We describe three construction algorithms developed to be used in GRASP
heuristics where all of them use the techniques described before: Reactive GRASP
and filtering of constructed solutions.

K larger distances heuristic (KLD). This algorithm constructs an initial
solution by randomly selecting an element from a RCL of size K at each con-
struction iteration. The RCL is created by selecting for each element i € N, the
K elements j € N\{i}, that exhibit larger values of d;; and sum these K values
of dj;, obtaining s;. Then, we create a list of all elements 7 sorted in descending
order by their s; values and select the K first elements to compose the RCL list.

The procedure developed to implement the reactive GRASP starts consider-
ing m_it to be the total number of GRASP iterations. In the first block of iter-
ations By = 0.4m_it, we evaluate four different values for K € {K1, K2, K3, K4}
and the evaluation is done by dividing the block into four equal intervals ¢;,i =
1,...,4. We use the value K; for all iterations belonging to interval c;,7 = j. The
values of K; are shown in Tab. 1, where u = (n — m)/2. After the execution of

Table 1. K values for block B,

7 Cj K

1{[1,...,0.1m_it] m+pu—0.2u
2|(0.1mit, ...,0.2moit][m 4+ p — 0.1p
3[(0.2mit, ...,0.3mit][m + p + 0.1p
4|(0.3mit, ..., 0.4m_it]|m + p + 0.2p




the last iteration of block B;, we evaluate the quality of the solutions obtained
for each K;. We calculate the mean diversity value 2m; = 37 o <o 1,,,_ir 2(50liq)
for the solutions sol;q,i = 1,...4;q = 1,...,0.1m_t obtained using each Kj.
The values K; are stored in a list LK ordered by their zm; values.

Then for the next block of iterations Bs = 0.6m_it, we divide it into four
intervals y;, each one with different number of iterations, and use the K; values
as shown in Tab. 2. In this way, the values K; that provide better solutions are
used in a larger number of iterations.

Table 2. K values for block Bs

i Yi K
1[[0.dmit, ..., 0.64m_it] [Ik1
2[(0.64mit, . .., 0.82m_it]|lka
3[(0.82meit, . . ., 0.94m_it]|lk3
41(0.94m_it, ..., m_it] lka

At each GRASP iteration, we apply the filter technique for this heuristic by
constructing 400 solutions and only the best solution is sent to the local search
procedure.

The pseudo-code, including the description of the procedure for the construc-
tion phase using K larger Distances heuristic, is given in Fig. 1.

procedure constr KLD(it-GRAS P, m_it, numsol, n, m)

1 best_cost_sol «— 0;
2. K — det_K(it_.GRASP, m_it, LK,4);
3 nume-sol [i] < numc_sol [i] + 1;
4. RCL — Build_RCL(K);
5. for j =1,...,max_sol_filter do
6 sol — {};
7 for k=1,...,m do
8 Randomly select an individual e* from RCL;
9. sol — sol U {e"};
10. RCL «— RCL — {e*};
11. end for;
12. if (z(sol) > best_cost_sol) then do
13. sol_constr < sol;
14. best_cost_sol «— z(sol);
15. end if
16. end for;
17. sol_eval [i, num_sol[i]] < z(sol_constr);
18. if (it GRASP == 0.4m_it) then do
19. LK «— Build_-LK (sol_eval);
20. end if;
21. return sol_constr.

Fig. 1. Construction procedure used to implement the KLD heuristic

In line 1, we initialize the cost of the best solution found in the execution of
max_sol_filter iterations. The value K to be used to build the Restricted Can-
didate List (RCL) is calculated by the procedure det_K in line 2. This procedure



defines the value for K implementing the reactive GRASP described before. In
line 3, the number of solutions found for a specific K is updated and, in line 4,
the RCL is built. From line 5 to line 16, the construction procedure is executed
maz_sol_filter times and only the best solution is returned to be used as an
initial solution by the local search procedure. From line 7 to line 11, a solution is
constructed by the random selection of an element from RCL. In lines 12 to 15,
we update the best solution found by the construction procedure and the cost
of the solution found using the selected K is stored in line 17. When the first
block B, of iterations ends, the values K; are evaluated and put in the list LK
sorted in descending order, in line 19.

K larger distances heuristic-v2 (KLD-v2). This algorithm is similar to the
previously described algorithm, the difference between them is the way that the
Restricted Candidate List is built. In the former algorithm, the RCL is computed
before the execution of the construction iterations and, for each iteration, the
only modification made in the RCL is the removal of the element that is inserted
in the solution.

In this algorithm, the RCL is built using an adaptive procedure, where the
process to select the first element of the constructed solution is the same as of
the KLD heuristic, which means that an element is randomly selected from the
RCL built as described in line 4 of Fig. 1.

Let M. be a partial solution with ¢,1 < ¢ < m elements and i € N\M. a
candidate to be inserted in the next partial solution M. ;. For each ¢, we select
the (K —c— 1) elements j € N\(M.|J{¢}),that present larger values of d;; and
calculate the sum of the (K — ¢ — 1) values of d;; obtaining s;. To select the
next element to be inserted, an initial candidate list is created based on the
greedy function gf(¢) shown in (1), where the first term corresponds to the sum
of distances from the candidate ¢ to the elements j € M., and the second term
stands for the sum of distances from element ¢ to the (K — ¢ — 1) elements that
are not in the solution M, and present larger distances to 7. The initial candidate
list is formed by the elements ¢, sorted in descending order with respect to g f (%),
and the first K elements are selected from this list to build the RCL.

gf(i) =Y dij+si (1)

JEM.

The Reactive GRASP and the construction filter are implemented in the same
way as in KLD. Once this construction algorithm demands much more execution
time than KLD algorithm, only 2 solutions, instead of 400, are generated to be
filtered.

Most distant insertion heuristic (MDI). Let M, be a partial solution with
¢, (1 < ¢ < m) elements, the partial solution M; is obtained by randomly select-
ing an element from all elements i € V.

The second element ms is the element j, which presents the larger distance
dij,i € My,j € N\M. To obtain M.(c > 3) from M._1, the element to be



inserted in the solution is randomly selected from a RCL. The RCL is built
based on the function dsum(j) showed in (2), where the first term of this function
corresponds to the sum of distances between all elements ¢ € M._1. The second
term is the sum between all elements i € M._; to a candidate j that is not in
the partial solution M._;.

dsum(j) = Z Z dyw + Z dyj (2)

1<y<c—2y+1<w<c—1 1<v<ce—1

An initial candidate list (ICL) is created containing the elements j € N\M._1,
sorted in descending order by their dsum(j) values. The first @ X n elements of
ICL are selected to form the RCL.

For this algorithm, the reactive GRASP is implemented in the same way
done for the K larger distances heuristic. The first block By = 0.4m_it is di-
vided into four intervals of the same size and four values for « € {a1, az, as, a4}
are evaluated. Table 3 shows the values of « used for each interval. The values
a;,t = 1,...,4 are evaluated by calculating the mean diversity value zm; =
Zl<q<0_1m_it z(soliq) for the solutions soliq,i = 1,...4;9 = 1,...,0.1m_it ob-
tained using each a;. The values «; are stored in a list La ordered by their zm;
values.

Table 3. a values for block B:

1|cq «@
1[[1,...,0.1mit] 0.03
2[(0.1mit, ..., 0.2m_it]|0.05
3[(0.2mit, ..., 0.3m_3t]|0.07
4/(0.3m_it, ...,0.4m_it]|0.1

The next block of iterations By = 0.6m_it is also divided into four intervals
yi, each one with distinct number of iterations and, for each one, a value of « is
associated, as shown in Tab. 4.

Table 4. o values for block Bs

|y a

1[[0.4m_it, ..., 0.64m_it] [lo,
2[(0.64m_it, . .., 0.82m_it]|laz
3[(0.82m_it, . .., 0.94m_it]|las
41(0.94m_it, ..., m_it] lag

We have also implemented the same procedure described above for filtering
the constructed solutions. In this case, the number of solutions generated is n,
so it depends on the population size of each instance.

Figure 2 shows the construction phase procedure using the MDI heuristic.
In line 1, we initialize the value of the best solution found. The value « to



procedure constr MDI(it-GRASP, m_it, numsol, n, m)
1 best_cost_sol «— 0;
2 a «— det_a(it_ GRASP, m_it, La, 1);
3 nume-sol [i] < numc_sol [i] + 1;
4. N_RCL +— N;
5. for j =1,...,max_sol_filter do
6 sol — {}7
7 Randomly select an individual m; from N;sol « sol U {m1};
8 for all j € N\M; do
9. Compute dimq j
10. mg 1, |dm,, = max(dm,;),j € N\Mi;
11. sol — sol U{m2};
12. end for all;
13. N_RCL «— N — Ma;
14. for k=3,...,m do
15. RCL «— Build-.RCL_a(N_RCL, a);
16. Randomly select an individual e* from RCL;
17. sol — sol U {e"};
18. N_RCL «— N_RCL — {e*};
19. end for;
20. if (z(sol) > best_cost_sol) then do
21. sol_constr < sol;
22. best_cost_sol «— z(sol);
23. end if
24. end for;
25. sol_eval [i, num_sol[i]] < z(sol_constr);
26. if (it_GRASP == 0.4m_it) then do
27. Lo+ Build-La(sol_eval);
28. end if;
29. return sol_constr;

Fig. 2. Construction procedure used to implement the MDI heuristic

be used to build the RCL is calculated by the procedure det_« in line 2. This
procedure selects a based on the reactive GRASP discussed before. In line 3, the
number of solutions found for a specific « is updated and in line 4, the set that
contains the candidates to be inserted in the solution is initialized to contain
all elements belonging to N. From line 5 to line 24, the construction procedure
is executed max_sol_filter times and only the best solution is returned to be
used as an initial solution by the local search procedure. In line 7, the first
element is selected and from line 8 to line 12, we determine the second element
of the solution. From line 14 to line 19, the insertion of the other elements is
performed. For each iteration, in line 15, a RCL is built and, in line 16, an
element is randomly selected from it. In line 18, we update the candidates to
be inserted in the next iteration. In lines 20 to 23, we update the best solution
found by the construction procedure. The cost of the best solution found using
the selected « is stored in line 25. When the first block B; of iterations finishes,
the values «; are evaluated and put in the list L in line 27.

2.2 Local Search Phase

After a solution is constructed, a local search phase should be executed to at-
tempt to improve the initial solution. In this paper, we use two different local
search algorithms. The first one was developed by Ghosh [5] and the second one
by us using the Variable Neighborhood Search (VNS) [8] heuristic.



Ghosh Algorithm (GhA) The neighborhood of a solution defined by Ghosh [5]
is the set of all solutions obtained by replacing an element in the solution by
other that does not belong to the set associated with the solution. The incum-
bent solution M is initialized with the solution obtained by the construction
phase. For each i € M and j € N\M, the improvement due to exchanging i by
Jy Az(i, §) = X uean iy (dju — diw) is computed. If for all ¢ and j, Az(i, j) <0,
the local search is terminated, as no exchange will lead to a better solution.
Otherwise, the elements of the pair (¢,j) that provides the maximum Az(i,5)
are interchanged creating a new incumbent solution M and the local search is
performed again.

SOM Algorithm (SOMA) We have also implemented a local search using a
VNS heuristic. In this case, we use the GhA algorithm until there is no more im-
provement in the solution. After that, we execute a local search based on a new
neighborhood, which is defined as the set of all solutions obtained by replacing
two elements in the solution by another two that are not in the solution. The in-
cumbent solution M is initialized with the solution obtained by the first phase of
the local search. For each (i,j) € M and (v,w) € N\M, the improvement due to
exchanging (i, j) by (v, w), Az((4, §), (v,w0)) = Xy enn fij3 (dvu+ dwu — div —dju)
is computed. If for all pairs (4, j) and (v, w), Az((¢, ), (v, w)) < 0, as no exchange
will improve the solution, the local search is terminated. Otherwise, the pairs
(i,7) and (v, w) that provides the maximum Az((4, ), (v,w)) are interchanged,
a new incumbent solution M is created and the local search is performed again.

We developed several GRASP heuristics combining the construction proce-
dures with the local search strategies described above and the computational
experiments implemented to evaluate the performance of these heuristics are
presented in next section.

3 Computational Results

We tested nine GRASP procedures that are shown in Tab. 5.

Table 5. GRASP procedures

GRASP procedure|Construction heuristic|Local search heuristic

G1 Ghosh GhA

G2 Ghosh SOMA

G3 MDI GhA

G4 MDI SOMA

G5 KLD GhA

G6 KLD SOMA

GT7 KLD-v2 GhA

G8 KLD-v2 SOMA

G9 Andrade Andrade




The first GRASP procedure G1 is an implementation of the GRASP heuristic
developed by Ghosh and the second one is a procedure that implements Ghosh
construction heuristic but uses the new local search SOMA. G9 is the GRASP
heuristic implemented by Andrade et al. [2]. Except for G9, which code was
kindly provided to us by the authors, all other algorithms were implemented by
us.

The algorithms were implemented in C++4, compiled with g++ compiler
version 3.2.2 and were tested on a PC AMD Athlon 1.3GHz with 256 Mbytes
of RAM. Twenty instances for the problem were created with populations of
sizes n = 100, n = 200, n = 300, n = 400 and n = 500, and subsets of sizes
m = 10%n, m = 20%n, m=30%n and m = 40%n. The diversities in the set
{dij;i < j;i,j5 € N} for each set of instances that have the same population size
were randomly selected from a uniform distribution over [0...9].

In Tab. 6, we show the results of computing 500 iterations for each GRASP
heuristic. The first and second columns identify two parameters of each instance:
the size of the population and the number m of elements to be selected. Each
procedure was executed three times and for each one we show the average value of
the solution cost and the best value found. We can see that the proposed GRASP
heuristics found better solutions than GRASP algorithms found in literature [2,
5]. Algorithm G7, which implements the KLD-v2 for construction phase and
GhA for local search, was the one that found better solutions for larger number
of instances.

Table 7 reports the CPU times observed for the execution of the same in-
stances. The first and second columns identify the two parameters of each in-
stance. For each GRASP heuristic, the average time for three executions and
the time obtained when the best solution was found are reported. Among the
proposed heuristics, algorithm G5 is the most efficient related to execution time.
Heuristic G7, for which we have the best quality solutions, demands more time
than Gb but is not the worst one, showing that this algorithm works very well
for this problem.

We made a deeper analysis for the results obtained for the GRASP heuristics
G1, G5, G6, G7 and G8, which present better solutions and/or shorter execution
times. We selected two instances: the first one has parameters n = 200 and
m = 40, and the second one, n = 300 and m = 90. We executed each GRASP
heuristic until a solution was found with a greater or equal cost compared to
a target value. Two target values were used for each instance: the worst value
obtained by these heuristics and an average of the values generated by them.
Empirical probability distributions for the time to achieve a target value are
plotted in Fig(s). 3 and 4. To plot the empirical distribution for each variant,
we executed each GRASP heuristic 100 times using 100 different random seeds.
In each execution, we measured the time to achieve a solution whose cost was
greater or equal to the target cost. The execution times were sorted in ascending
order and a probability p; = (i —0.5)/100 was associated for each time ¢; and
the points z; = (¢;, p;) were plotted for ¢ = 1,...,100 [1].



10

Table 6. Solutions for GRASP heuristics
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Table 7. CPU time for GRASP heuristics (seconds)
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Fig. 3. Comparison of GRASP heuristics for the instance n = 200, m = 40 with targets
values 4442 and 4443

We compared the proposed GRASP algorithms with Ghosh algorithm (G1)
by evaluating the average probability that G1 presents when we have the proba-
bility values equal to 0.9 and 1.0 for the proposed GRASP heuristics. We obtain
these values from Fig(s). 3 and 4. For example, we can obtain the probability
values for G1, when we have a probability value equal to 0.9 for G5. In this
case, we have a value of 0.12 for both target values 4442 and 4443, 0.83 for tar-
get 20640, and 0.7 for target 20693. The average of these values is 0.44. So we
have evaluated these average values for G5, G6, G7 and G8 and the results are
presented in Tab. 8.

We can see that although the algorithm G1 presents a good convergence to
the target values, the proposed algorithms G5, G6, G7 and G8 were able to
improve this convergence.
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Fig. 4. Comparison of GRASP heuristics for the instance n = 300, m = 90 with targets
values 20640 and 20693

4 Concluding Remarks

This paper presented some versions of GRASP heuristic to solve the maximum
diversity problem (MDP). The main goal of this work was to analyse the influence
of the construction and local search heuristics on the performance of GRASP
techniques.

Experimental results show that the versions that use KLD or KLD-v2 con-
struction algorithms and Gha or SOMA local search algorithms (G5, G6, G7
and G8) significantly improve the average performance of the best GRASP ap-
proaches proposed in the literature (G1 and G9).

Our experiments also show that if the execution time is restricted (limited
to smaller value), version G5 is a good choice since it obtains reasonable results
faster (see Fig(s). 3 and 4). On the other hand, if the execution time is not an
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Table 8. Comparison of convergence of solutions

probability |G1-G5|G1-G6|G1-G7|G1-G8
0.9 0.44 0.5 0.7 0.75
1.0 0.6 0.67 [0.91 [0.95

issue, versions G7 and G8 tend to produce the best solutions (see Tabs. 6 and

7)
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