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Overview

Intro: history, goals, concepts

Basics: accounts, slices, nodes

Real work: developing & deploying
< break >

Tools and services

Advanced network programming

Methodology issues

Where to go for more information
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What this won't cover...

* Emphasis is on using the PlanetLab
PLC web interface

» This tutorial doesn't talk about:
- How insitutions can join PlanetLab
- Most of a PI's duties
- PlanetLab's detailed architecture
- PlanetlLab’s programmatic API
- Future directions
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Part I: History, goals,
and concepts
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PlanetLab is...

* Large collection of machines
spread around the world for
distributed systems research

* Focus/catalyst for systems and
networking community

» Intel project = consortium of
companies and universities

| [ gy |
i I TLEld
Timothy Roscoe, 8 May 2005 Rocearch

PLANETLAB Berkeley




The value proposition

» Institutions join, provide nodes

- IA32 architecture servers

- Hosted outside the firewall

- Provide power, cooling, & bandwidth
* In exchange, researchers get to

use a small "slice” of many
machines worldwide.
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Origins: wide-area distributed
systems research ¢.2002

* Researchers had no way to try out real
systems

- Architectures, simulations, emulation on
large clusters, calling 17 friends before the
next deadline...

» but not the surprises and frustrations
of experience at scale to drive
iInnovation

* How can research systems be
validated?
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Origins: large-scale
nhetworking research ¢.2002

» Strong feeling the Internet had
ossified
- Intellectually, infrastructure, etc.
- NRC "looking over fence at networks”

* New ideas abandoned as undeployable
- Overlays as a way out of the impasse
- Next internet emerges as overlay (again)

* How can researchers deploy overlays?
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Early timeline

* David Culler and Larry Peterson discuss initial
idea early 2002

“Underground” meeting March 2002

» Position paper (Anderson, Culler, Peterson,
Roscoe) June 2002.

* Intel seeds project, core team, 100 nodes
* First node up July 2002

+ By SOSP (deadline March 2003) ~25% of
accepted papers refer to PlanetlLab

* Large presence at SIGCOMM
* 11 out of 27 papers in NSDI 2004
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PlanetLab is...

* A testbed for experiments
- Experiment at scale
- Real-world conditions
- Potential for real workloads & users

* A deployment platform
- Continuously running services
- Design, deploy, measure cycle
- Long-term studies
A microcosm of the next Internet

- Evolve network to support overlays and slices
- Make the network architecture more computational

- A shared artifact!

o o 1
@ Timothy Roscoe, 8 May 2005 T ey,

PLANETLAB Berkeley



What is PlanetLab good for?

» Planetary-Scale applications:
- Low latency to widely spread users

- Span boundaries: jurisdictional and
administrative

- Simultaneous viewpoints: on the
network or sensors

- Hardware deployment is undesirable

» Deploy, Evaluate, Evolve the
architecture
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Distributed Virtualization

+ Slices
- Basic unit of isolation
- Distributed set of virtual machines (slivers)
- Services & applications run "in" slices

+ Nodes

- Physical machines, grouped into Sites.
- One node hosts many slivers
* Infrastructure Services

- Provide functionality to developers or other
services rather than users
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Node architecture

"The Control Plane"”
(NM + Admin Slice)

- .
Experiments,
Applications, and ( \
Infrastucture =7
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Slices
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PlanetLab these days

About 550 nodes, 260 sites, 30 countries, b continents
Universities, Labs, POPs, ColLos, DSL lines

Huge presence in systems research conferences

> 400 projects so far
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What do people use it for?

(a few we know about)

Overlay Networks - Content Dist. Networks

- RON++, Pluto, P2, etc. - CoDeeN, ESM, UltraPeer
Network measurement emulation, Gnutella mapping
Application-level multicast - ©Ganglia, InfoSpect, Sword,

BGP Sensors, etc.

V\-/i dEei/;/:-leiC;irboer-laTzCTI efe. Distributed Hash Tables
9 - Chord, Tapestry, Pastry,

- QOceanstore, SFS, SFS-RO, Bamboo, Kademlia, etc.

CFS, Ivy, Pali IBP _ \boo, .
Resogr-sée \;ﬁjoggﬂgfﬂ' B Virtualization and Isolation
- Xen, VServers, SILK,

- SHARP, Bellagio, Mgmt VMs, efc.

Automated contracts Router Desigh implications
Distributed query - NetBind, Scout, Network

processing . capabilities, Icarus, etc.
- ;EEEOG?D;’C\AS Sophia, - Testbed Federation

Network architecture ) Q:,Iggg;«feop? ’

_ Evolve, Detour, I3 . Etc. efc., etc.
intel
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The PlanetLab Consortium

- Modelled on the W3C

* Run by Universities

- U. Washington, U.C. Berkeley, U.
Cambridge, Princeton U.

- Based in Princeton, NJ, USA.
* Funded by Industry and Govts.

- NSF, EU, Cernet, etc.

- Intel, HP, Google, AT&T,
FranceTelecom...
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The PlanetLab Consortium

* Node resources provided by
member institutions

» Small "support” team NOC in
Princeton
- Additional NOCs planned in Europe
(Paris), China (Tsinghua)
- Steering Committee
- University representatives
- Top-level industrial sponsors
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Staff is small

+ ~5 people in Princeton.

Q. Who develops the software then?
A. You do!

- System software, tools, services, libraries,

measurement data, etc. contributed by participating
institutions (often researchers)

- PlanetlLab is as much a community as an artifact
Irregular meetings debate technical direction

- Recommendations in PlanetLab Design Notes (PDNs)

- Announced on mailing lists and web site; all welcome
- Modelled on early TETF

] oy |
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Summary of Part I

* PlanetLab is a shared, communal
infrastructure of machines ("nodes")

* Nodes are hosted by institutions and
connected directly o the Internet

* Each node hosts many virtual machines
("slivers") on behalf of users

+ Services, experiments, applications run
in distributed collections of slivers
called "slices”.
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Part IT: Basics
Accounts, slices, nodes
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First steps to using PlanetLab

Register as a user
Create an ssh key
Create a slice

Add nodes to the slice
Describe the slice

Log into a sliver

o0k wh =
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Getting started: accounts

Go to http://www.planet-lab.org/:

.
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Step 1. Register

™ Pllcne flake) g - Ml Flredax —OX
File Edi View Go Beskmarks Tsals  Help
A - & | g e ikt L. o gt esgin Ao gin.hp =il =}
Legin

® -
. PLANETLAB
A cpan pleftorm b demloping, deploping, ond ocosasing plirrkany-sake dardces

aAbaul St Contact Lis

Community

Login

E-miail b ol [l chned

Paigwnrd |-

_Login |
Reset Passward
E-mail
_Roset |
» Un ew Account
w Histerical Timeline Clack beiarg 1o ragistar for nm mocount
Documentation
. Done wwwiplamal-labuorg ©4 () Adblock
[y |
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The Acceptable Use Policy

File  Edi View e Beokmaiks  Jesls  Help

<[0T hipss e planed sh gédhacommisshewaupphp [ = L

Plamsil.ab: Accouni Begisiransa - Magills Firelax - X

& Mo hachireg attampts of the Plaretlab redes, This inclidas
rad team® (hacker test] expermaents. All access is non-root

+ Avnid sprvwai for estended periods of ime. F possible. do
nol spin-wat at sl

MNetwork Usage Rules

+ Do not wse your PlanetLab skoe [account) fo gamn access to
any hosting site resources that you did not already have

* [ rasl mie 6 af mere PlanstLah nadss ta llaad & sk with
£ Friichy Eratee @S o daitane with Ee formmsed cpssaton. Lea
congastion controlked flows for lange transfars

+ Do not do systematic or rardom port or address block scans
Oo rct spoof or sniff trafhic

Consequences

wielater of thes ALIP may result in ary ol the lellrmng

+ disabling the slice {acoount]
+ rermoying the @te from PlanetLab
+ mhormmng the organizabion's aormmsbeskcn

Ta report & suspacted dolation of this palcy, chok barg.
= 1 hawe read the Acceplable LUse Paolicy, and will alsicle
b its Terins.

el

Coppright € 20002005 Plangtish Consortium

wewrs planet-laboorg 0 ) Rdlikock
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What the AUP says...
(but read it carefully!)

* Research and educational use only
- No commercial or illegal activities

* No suspicious network traffic

- No portscans, DoS attacks, spoofing,
repeated probing of routers, etc.

» Share resources responsibly

- No tight loops, use congestion
control, etc.

- Be nice and sensiblel
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WhGT The AUP SGYS (contd)

Assume nho privacy

- Assume other users, and site sysadmins, can
see all your traffic.

Assume ho reliability

- Nodes may reboot at any time, without
warning. They may not come back.

Assume ho durability

- Disks may be wiped at any time, without
warning.

In practice, this rarely happens.

But it does happen.
, | : intely
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Filling out the form

Fill in contact details
Select your site

= Eg “Uni ver si dade Federal de M nas Cerai s"

Are you a PI?

- PIs are responsible for PlanetlLab site
participation, approve users, create slices

- Most users are not PIs

Are you a tech contact?
- Probably notl

- Submit the form...
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User registration

User
registers on | PI receives
web site email message
PT logs into
web site
User receives | Ves Approve?
email message
No
User logs in to
web site 7
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Account approval (as PT)

L Flametlab: ¥iew My Users - Mazilla Firefsoc = 0O M
Eile  Edit Wiew Go [Bookmarks Jools Help
A = - & it [If_l It s Peavred phanet-Jab.or gidbiace ounts/ A+ Gl

. " PLANETLAB

An open phathorm bor developing, deploying, and aocessing planslary-scake servdoes

Home Liser B Admin About Status Contact Lis
Sites

» View All Sites Accounts at Intel Research Berkealey

» View My Site

= Lpdate My Site )

W Cwateh S Busnadanna, Philip suonadonnag@acm.org LSEr

Chang, |ames ameschn@uclink.berkeley.adu user

Nodes : e !

» View All Nades M'M devnull@intel-research nat user

» View Site Modas Sccount), Brent

w Cither NQ'F-‘I Groups chamn (rian-admin

» Control Site Modes Account]. Brent bricgtheether.org (TELS

» Bandwidth Limits :

# Power Control Units cham. e bnc@intel-research net admin

user tach
- LI Il fall b I d
- i I

H'HEI'I&!;EIUE-BFE- Fall, K&win stalli@cs berkeley.edu USEr

» Manage My Accounkt Eulton, Bryan chulton@eecs berkelay.adu user

® Manage My Kays =

wwv.planet-lab.org < | Adlistoch
L
[y |
Timothy Roscoe, 8 May 2005 Ml eas
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Account approval (as PT)

File Edit View Go Bookmarks Tools Help

a - - & D |@ https:/www.planet-lab.org/db/accounts/setenable.php? = + [Cl

. PLANETLAB

An open platform for developing, deploying, and accessing planetary-scale services

Home User P Admin About Status Contact Us
Sites

» ‘Wiew All Sites Enable Account

» Wiew My Site

» Update My Site Are you sure you want to enable this account? The user will be able

» Switch Site to login and use any slices assigned to them.
Nodes .

: Mame: Tristan Koo
» Wiew All Nodes
» Wiew Site Nodes Email: tkoo@intel-research.net

» Other Node Groups
» Control Site Modes

X L Enable Account
» Bandwidth Limits I

ot Planeilah: Fnable Account - Mozilla Firefox - 0O X

Done www.planet-lab.org ) |5 | Adblock
o
ka Lot 1
Timothy Roscoe, 8 May 2005 I "‘elﬂneng-—n
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S

You are now a user!

[*] PlaneiLak: User Heme - Bazills Firefax = 0OM
Hie Edn Vs Go  Bookmarks  Jools  Help
@ -5 - S0 | mitps:ivwe. planet Jab.org dbuser index. php A | L
Logged in as troscos@intel-research net Logout
" PLANETLAB
A open plolorm for deselaping, deploying, and oocessing plansong-soole seraces

admin

Ahout Status Contasct Us

Intel Research Berkealey

walcome to the usar main pags.

s www.planet lab.org 5 [ Adblock
o o 1
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Step 2: Generating
an SSH key

* PlanetLab uses 1024-bit RSA keys
for authentication on nodes

» Upload your key to the website
» Using OpenSSH:

— ssh-keygen -q -f /.ssh/id planetlab -t rsa
- Do use a secure passphrase

See later for using ssh-agent to reduce typing.

- Up'OC(d i d _planetlab. pub TO web site
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Using PuTTY on Windows

»+ Use PuTTYgen to generate an ssh v2
1024-bit RSA key

+ Copy text box to web form
- Don't use more than 1-word comments
- Should look a bit like this (except breaks):

— ssh-rsa
AAAAB3Nz aClyc2EAAAABI WAAAI EAr ybt veURZwWK| YYO] 4ma9QQwW

cKD3i i Sr VFhXr Fs4YdSVRgnd6si YAGAJhLgsCent | QOOFhj gVt S
9AY/ el Vx99i bmEDV7Rr P6nk5Ns PQseH 3150YbEKOrhr TuMZ2j s
Wi Tz ODQ+RCNF3i MkM+f PGk VLRt Dr 2pul sXdl JgxTJYt 8=

troscoe@lel euze

* Can also import OpenSSH key pairs
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Step 3: Creating a slice

» Actually, ask your PI to create a slice..

~ PlanetLab: Create Slice - Mozilla Firefox S 4

File Edt View Go Bookmarks Tools Help

<@ - - & ) |@ hitps:/\www.planet-lab.org/dbislicesfadd_ = v [Cl

(=X o1 aNETLAE

Slice names are Of form: orm tor developing, deploying, and accessing planetary-scale

<site> <| ocal nane> Admin AboutStatus Contact Us

ites
» View All Sites Create new slice

» Wiew My Site
» Update My Site
» Switch Site

Slice MName: jrb_tutorial

Create |
Nodes

» Wiew All Nodes .

¥

_ Done www.planet-lab.org = 5| Adblock
Femd o~ 1
Timothy Roscoe, 8 May 2005 I "‘elﬂneng-—n
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Assign users to a slice (as PI

L ¥ PlanetLab: Dynamic Slice Overview - Mozilla Fivefox - 0O X
File Edit View Go Bookmarks Tools Help

Home Lser

Sites
» Wiew All Sites
» Wiew My Site
» Update My Site

@-5 -2 0 |@ https://www.planet-lab.org/db/slices/ & - [CL

vl

PLANEILAB

An open plattorm for developing, deploying, and accessing planetary-scale

=] Admin AboutStatus Contact Us

Dynamic Slice Overview

. . Slice Name/f .
» Switch Site State Users Expires
Nodes irb_tutorial No users assigned Friday
» View All Nodes ple-instantisted 01-Jul-05
» View Site Nodes 03:12:17
» Other Mode Groups GMT =
' : I *
www.planet-lab.org = |5 Adblock
fimt 1
Timothy Roscoe, 8 May 2005 Ml oo are
i P Cal Wl
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By now...

You have a user account
Your PI has approved it
Your PI has created a slice

Your PI has assigned you as a user
of the slice

Next step: add nodes to the slice

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Step 4: Adding nodes

- FlaneiLab: Relect slice to mamage nedes an - Mozilla Firefox = 0%
Fil=  Edit  Wiew o Bookmarks JToos Help
I - & L) |:'3 Ittpsz\vesw.planat-lab orgdiksbcesselect_slica ) =[]
L] -
. PLANETLAB
An open plofform for developing, deploying, ond occessing planeiory-scale service
Admin AboutStabus Contact s

Higme

Select slice to manage nodes on

[irh_gphi = Contimie |

y/

.| Dane :
| [ gy |
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Adding hodes

& -

Ele Edt View Go Bookmarks Tools Help
- &

Flameilsah: Manage Nede Aszignments - Megilla Firefax - O X

|0 netps e planet Jab.org b sicesiassign_nodes < (]

PLANETLAB

A apen plalorm for dealoping, deploying, and accessing plonsony-scolks seraces

Pi Admin AboutStatus Contact Us

Back to slice details.

Manage Node Assignments

Shig
| RMP . Cora

_Filter |

Either all nodes from His 5Ite are aiready assgned, or NO SE5gNEE Mog

All modes currently assigned to slice ifb_phi

I 140.138 2086 2332

I 200-102-20%-151 paemi 700 1.0 brasihelecom.net.br
™ 200-102-208-152 paemt 7001t brasikelacom,net br
[ alice .cs princeton.edu

I aran snu.ac kr

I blast.uwaterloo.ca

PLANETLAB
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Adding hodes

* Page for adding/removing nodes
- Select site to see nodes to add
- Shown are all nodes currently in slice
- Nodes can be removed

* For your first time, I suggest:
- Add a couple of nodes, one nearby

* Note: Changes will take ~5 minutes
to propagatel
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Step 5: Describe your slice

(while you're waiting for updates...)

[*3 Flanetah; Tpdate Slice Desc . Mazills Firefax -
Bl Edt \iew Go Hookmarks Tools Help
@ - - ! |£f3- It Derwwplanet Jab.orgidseces update_esc, =+ [G]

#® =
. PLANETLAB
oY) CHEEf |.'|h||‘||||"|| far :!--ﬂ:l\.:|||||55 |'|-|'|.-|:'.r||||'n.|_ arel gk L+ |'I'IIII:|I'JI:|' oy sRrecis

AhautStatus Contact Us

Description of slice irb_phi

LIAL:

Desonglion: PIER 18 & massively distributed guery
processor. Expected communication is UDP
between planetlab nodes and TOP
connections to outside wsars,

Update |

y/

| Dena wwwploned laborg = [ Adbleck
| [ gy |
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Step 6: Log in to a node
(finally!)

* Your user name is your slice name
» E.g., with OpenSSH:

— ssh =l irb_phi \
-1 ~/.ssh/id _planetlab \
pl anet 1. berkel ey.intel -research. net

[ | irh phij@planet] ;- - 0O X

« %> zsh -1 irb_phi -i ,zshfplanetlab_r=a planetl.berkeley, intel-research,net
The authenticity of host 'planetl.berkeley,intel-research.net (12,46,129,21)' ca
n't be established,
RSA key fingerprint iz f4:b4:49:c0:fer3di0ci¥I:92:46: 10 201babide: 19,
Are you sure you want to continue connecting (yes nol? yes
Warning: Permanently added 'planetl.berkeley,intel-research,rnet,12,46,129,21' (R
SAY to the list of known hosts,
Last login: Fri May B 23:36:09 2005 from uzer-11faZ28c,dzl.mindspring,com
[irb_phiBplanetl irb_phil$ []

. Timothy Roscoe, 8 May 2005 T ey,
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Logging in...

* Note that ssh asks you to accept
the authenticity of the node

- See later for how to avoid this

» If it works, congratulations!

* You should now have a Unix shell
prompt

- Take a look around...

@ Timothy Roscoe, 8 May 2005 INClgacearch
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What do you get on a node?

Basic Linux Fedora Core 2 machine.

Not many packag.es.ms‘ralled But look at the
- Compilers, efc. missing load average!

Nobodz logged in? 7

ith phif@planet] :~ O X

~ | [irb_phiBplanetl irb_phil¥ who
lirb_phi®planetl irb_phil$ w
19:52:41 up 44 days, 22125, 0 uzers, load average: 15,06, 13,70, 12,27
[ISER Y FROM LOGIMe  IDLE  JCPU  PCPU WHAT
[irb_phikplanetl irb_phil$ []

-

No root password?

[ ] irh phigplanet] :~ - 0O X

~ [irb_phiBplanetl irb_phil$ =su
bazh-2,06b# []

. Timothy Roscoe, 8 May 2005 T ey, eare
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What's going on?

- You're in a VServer: a virtual Linux
kernel

- Each sliver is a VServer.
» Limited root capabilities, e.g.
- Install software

- Create new users
- Open raw sockets

» Some resource sharing/scheduling

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Summary of Part IT

* Registering, uploading keys, etc.
- Done once.
» Creating a slice, assigning nodes

- Typically done infrequently (once per
project)

» Logging in

- Environment is a virtual Linux server.

@ Timothy Roscoe, 8 May 2005 I elﬂnsearch
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Part III: Real Work
Developing and Deploying

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Developing code: the challenge

* Writing code to run on a machine which
is > 1000km away

- While libraries, etc. are needed on the
remote machine?

+ Copying files to remote machine...
+ ..and for ~400 other machines

* Keeping programs up-to-date on remote
machines

» Debugging programs at a distance

. Timothy Roscoe, 8 May 2005 I elﬂnsearch
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The good news:

» The environment is (mostly)
Fedora Core 2 Linux

* Many tools have been developed to
help with this problem

* Other users have provided
services to help you

* Many researchers find this an
interesting problem!

S -
. Timothy Roscoe, 8 May 2005 I "‘elﬂnengrnh
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Installing packages

+ Tt's Fedora Core 2 so...
- Yum, RPM, apt, etc. should work
- As root - remember, you have root!

* But give Stork a try:
- University of Arizona research project
- Recently released (last week!)
- Efficient shared package manager
- Can also be used to install your own codel

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Stork

- For details, see
- http://www.cs.arizona.edu/stork/

* Uses CoBlitz CDN
for high-speed multicast of large
binaries

» Shares packages between slices
» Can automatically keep packages
up-to-date

—wny,
i
ot 1
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Developing code: "don't"s

» Don't compile on PlanetLab nodes
- Requires you to install compilers, etc.
- Debugging at a distance is harder
- Takes valuable CPU from others!

* Don't run X11 clients on PlanetlLab
nodes

- They're server machines
- X11 doesn't work well over a WAN

. Timothy Roscoe, 8 May 2005 I elﬂnsearch

PLANETLAB Berkeley




Developing code: "don't"s

- Don't treat a sliver as a
workstation

- Although it's Unix, it's intended for
hosting long-running services, not for
general use

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Developing code "do’s”

* Do compile and test on your local
desktop workstation
- Using Fedora Core 2 is simplest

- Can use other distros, but be careful
with libraries

- Static linking can often simplify
things

- Java usually portable, if you install
the JRE on each node

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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Developing code "do’s”

* Do then copy binaries to the node
To run

- scp or rsync works for small numbers
of nodes

- Ensure library dependencies are
satisfied

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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OpenSSH hints and tips

Authentication fails:

- Try "ssh —v -2 ./

Make sure local permissions are
correct:

chnod go-w $HOVE $HOVE/ . ssh

chnmod 600 $HOVE/ . ssh/ aut hori zed keys

If ssh hangs on exit:

- redirect stdin/stdout/stderr to /dev/null
— shopt -s huponexit in bash

For more information, see:
@_ http://ww. openssh. conifag. ht m

[

] oy |
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Use authentication agents

» Use ssh-agent to avoid typing
passphrase for your key

- Note: "agent forwarding” doesn't work on
nodes (yet)

- For PuTTY users: Pageant
* Host key checking:

- Set "Strict Hostchecki ng no" in.ssh/config

Add all host keys from

http://ww. pl anet-1| ab. org/ xm /sites. xm

@e later!)
Timothy Roscoe, 8 May 2005 I-_itel Rocearch
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Summary of Part ITT

- PlanetLab’'s execution environment
is (today) Linux

» Develop on your local workstations,
deploy on PlanetLab nodes

* For one (or few) nodes, simply a
matter of copying

+ BUT: how to deal with many (>400)
_des? See next section...

ot 1
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Part IV:
Tools and Services
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Dealing with many nodes

» Deploying a large networked
system requires:
- Discovery: finding the nodes

- Deployment: pushing the system out
to the nodes

- Monitoring: are the nodes up? Is the
system up?

- And much, much more.

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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Management of Planetary-
Scale Services

* Bad news:
- This is a really hard problem

- Perhaps the central problem in distributed
systems research

* Good news:
- Researchers are working on it
- They are using PlanetLab
- They make their tools available for you

» ...and, of course, you can write tools as
well.

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Simple stuff: pssh

* Brent Chun’s pssh package

* Provides parallel versions of:
- ssh
- scp
- rsync
- nuke (parallel “kill" with regexps)

+ Simple way to control lots of

slivers
e http://ww t heet her. org/ pssh/

@ Timothy Roscoe, 8 May 2005 I_H‘el Rocearch
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Avoiding the web site

» Adding 300 nodes via web site is
tedious (!)

» Solution: PlcApi

* XMLRPC interface

+ All the web site's
functionality

* Google for clients

é‘ write your ownl

Timothy Roscoe, 8 May 2005 iﬁteiﬂesearch
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Deploying software

- AppManager (Ryan Huebsh, UCB)

- Centralized monitoring and update of software
- Uses cron job on each node, & polling
- Simple, but highly effective!

— http://appmanager. berkel ey.intel -research. net/

» CoDeploy / CoBlitz

- Use the Princeton CoDeeN CDN for efficient
distribution of software to PlanetLab nodes
— http://codeen. cs. princeton. edu/ codepl oy/

+ Stork (U. Arizona)
- Package management, uses CoDeply for distribution

o o 1
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Finding nodes

* PLCAPT (again)
- Site, machine, model
- Disk space, RSA keys,
- Longitude, latitude,

- Other config information...
* hitp://www.planet-lab.org/xml/sites.xml

- Collated version of the above
- Updated periodically

@ Timothy Roscoe, 8 May 2005 I_H‘el Rocearch
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Finding nodes

» CoMon (Princeton)

- Extensive monitoring of node liveness
- Also "cotop” and "cotest” CLT tools

+ SWORD (U.C.Berkeley)

- XML-based queries over nodes

- Realtime resource state
— http://ww. cs. ber kel ey. edu/ ~davi dopp/ swor d/

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Network measurement

» IPerf: network performance data
http://)abber. servi ces. pl anet -1 ab. org/ php/i perf/

» All-pairs ping times between nodes
- Run continously by MIT

— http://ww. pdos.lcs.mt.edu/~strib/pl_app/

» Scriptroute (Neil Spring, UW)

- Highly scriptable network

measurement tool
— http://ww. scriptroute.org/

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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PLANETLAB

PlanetFlow

(point web browser at any node)

bile Ed Wiew Gr Bookmarks Tesls Help

- " PLANETLAB

A open ploform for developing, deploying, and oooessng plonslory-scals mevices

Walcome Basic Saarch Advanced Search Browse By Slice Browse By Sou

Browse By Slice
Saturday, May 7, 2005

Click Slice, Flows, MPackets. or MBytes to sort the table on that column, or
to beggls the sorting ordsr if the takle is already sorted on that column. Click
Calculata... to view the datailad statistics for a particular row if they are nat
dlrsady visibla

§ 5
Slice Elows Percent MPackets Percent MBytes Percent ”L‘_#
columbia asherman 226 1.11% 2.3% 43.05% 191.28 385579% 1_
Emp-reply 245 1.21% 1.80 34.24% 152.15 20053 1
uch bamboo dH4d  1.B986 055 10F3% 11088 211 1

-

princeton_codssn  GA5T 3AT3% 021 J85% 1473 281% 1
uch srhea s 1.55% 012 2.13% 1445 278w 1
irk pilwl 210 1.053% 015 285% 1188 23mMa 1
nce epost s 3655 LLE 028% 1045 G00Rs 1
—— Sl L Bt e I e e & T N T L] =
e Arsisck

= ] i il e ksl L b byt - s Sl el i il ¥ |,'.\_|rl|.r- Cu o i

- Planeil.sh Sode: planei2 berkeleyaml ressore bosd - Measll Firelax =0%

Paiietial grefocis Pa_. - Dewaleats 1.3 Civairiing Mades L4 Manotlab Hode planc. [T

] g |
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Resource Allocation

- PlanetLab has a rich resource
allocation model

- CPU, network, disk, etc.
- Resources can be traded

+ Several resource allocation
services are emerging

» If you need more than the defaulf,
best-effort resources...

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Resource Allocation

+ Bellagio (U.C. San Diego):

- Combinatorial auctions for resources
— https://bellagi o.ucsd. edu/

» Sirius (V. Georgia):

- Calendaring service: reserve hard

resources for a limited time
— http://snowbal | . cs. uga. edu/ ~dkl / psl ogi n. php

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Summary

Brief tour of some tools and
services for PlanetLab

There are others: check the
website, mailing lists, etc.

More are on the way
Please contribute your own!

; Timothy Roscoe, 8 May 2005 |_i|-e|
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Part V:
Advanced Networking
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Networking research on
PlanetLab

- IP-level network research on
PlanetLab is a bit different from
on a dedicated machine

- Each node is shared by many
experiments

- Sites limit bandwidth

- Slices are restricted in what packets
they can send

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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Raw Sockets

 PlanetLab uses VNET for network
iIsolation

* Good news:
- you can opeh raw sockets as normal
* Bad news:

- you won't see everyone's packets, just your
own

- you won't be able to send arbitrary packets,

just ones you could have sent anyway from a
socket.

- Still: you cancping, traceroute, run a
5er-space TCP stack, etc...

Timothy Roscoe, 8 May 2005 Rocearch
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Raw sockets part 2

+ Slices with special privileges can open
“true” raw sockets
- Send / receive arbitrary packets

"Proxy sockets" provide access to
unused “dark" IP addresses

- Used for network telescope experiments

» Capabilities handed out to "trusted”
slices by the PlanetLab Consortium

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Well-known port numbers

» Each PlanetlLab node has a single
globally routable IP address

- Hundreds of services run
simultaneously

* Q. Who allocates TCP/UDP port
numbers across all nodes?

» A. Right now - informally via a
Wiki...
- Timothy Roscoe, 8 May 2005 iﬁteiﬂesearch
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Reserved Port Numbers

sign up and claim a port number

[ ReservedParts < Flametlab < TWiki - Mazills Firefsx = 0X
File Edf View Go Bookmarks Tools  Holp
I = = | Itips: Vviksi planet-lab.org binAsew Planstlab ReservedParts ) = || neflab raw sockels
3.3 Choosing Nodes RessrvedPoris < Planelal < TWiki x|
AR Lr R . T¥id webs
I'Wiki = Planetlab > ReservedPorts Hain | TVl | Enoe | Gandos | Flasatiah
w7 o Planetlab . { Changes | Index | Search | Go| Iy
Port range Slice | User
20 pl netflow paul dot brett at intel dot com
111 nyu_shkr reddy at scs cs nyu edu
G4-G48 arizona_stork Justin at ¢s araona edu
05 lauxiliary sshd support at s princeton edu
E11-815 [Mode Manager smulr at cs princeton edu
55 nyu shkr preddy at scs cs nyu edu
<1024 restricted caa balow
1025 princeton_telescope rpang at cs princeton edu
1080-1080 upenn dhrama maoy at cig upenn edu
10539 ucalgary at fognalll at enal ucalgary ca
1111 uch p2pecon nabib at sims dot berkeley dot adu
1213-1214 |uch p2pecon christin at sims barkelay.edu
15881 |p[';|'.i.':—:lu|1_l:—:Ir-:::i:rnrw—: rpang at es princebon adu
2040-2060  |umass mwright mwright at ¢z umass edu .
= | Done wikil.panet-lab.org < Adblock
— o o 1
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Network measurement

+ Like all comedy, often a question of
timing
* PlanetLab nodes use NTP
- But sometimes off - see CoMon
*+ CPU intensive tasks make exact
timestamping difficult
- Libpcap at least stamps packets in kernel
- May need to busywait to send e.g. packet
pairs
+ Use Scriptroute where possible
- This is what it is designed for.

. Timothy Roscoe, 8 May 2005 |_i|-e|
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Bandwidth is capped

» For many sites, bandwidth is by far
the dominant cost of PlanetLab

* Per-node & per-slice b/w caps

* Note that you're sharing the link
anyway

» Consider carefully what it means
to measure the bandwidthl

S -
. Timothy Roscoe, 8 May 2005 I "‘elﬂnengrnh
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What is your bandwidth cap?

* If you really need to know:

[sbin/ftc -s -d class show dev et hO \
| deu

PlanetLab uses Linux
Traffic Control (tc) for
hierarchical fair queuing

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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What is your bandwidth cap?

* If you really need to know:

[sbin/ftc -s -d class show dev et hO \
| grep 1: id -u

Look for the share
assigned to your slice

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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What is your bandwidth cap?

* If you really need to know:

/sbin/ftc -s -d class show dev et hO \
| grep 1: id -u

PlanetLab nodes have
just the one interface

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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What is your bandwidth cap?

ah

irb_boine @planetl :~
troscoelqilles:™% =sh irb_boinclplanetl,berkeley, intel-research,net

- 0O X

Last loging Thu May & 22:43:08 2005 from uzer-11faZBc,dzl.mindzpring,com

[irb_boincBplanetl irb_boincl$ Asbindtc - -d class show dev ethOlgrep 1z id -u’
clazs hth 1:698 parent 1:1 leaf 693: prio O quantum 1540 rate 1Kbit ceil 10Mbit

burst 1600b/8 mpu Ob cburszt 30797bA8 mpu Ob lewel 0O
[irb_boinc@planetl irb_boincl$ []

This slice is capped at 10Mbit
on this node

See ‘man tc’ for the other

parameters
Timothy Roscoe, 8 May 2005 iﬁ"eiﬂesea
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Firewalls and NATs

* No PlanetLab nodes are NATed
- All have global IPv4 addresses

+ Sites are reguested not to filter any
external access to ports

- In practice, many filter ICMP
- Few filter TCP/UDP ports

» Exception: access to the local
institution
- Often: software or library licensing based

_ c_)n IP addresses ®
- intely

Timothy Roscoe, 8 May 2005 =
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What about IPv6?

* Wasn't a priority early on
 Also, US-centric

= not supported, little demand
» All that changed with Chinadl

* Chinese team at Tsinghua
University working on IPv6 support
for all PlanetLab infrastructure

-a’rch this space...
e
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Summary: Part V

+ Socket programming is mostly
conventional on PlanetlLab

* But remember:
- The node is shared with other

researchers
- Limits have been imposed on
bandwidth
. @ Timothy Roscoe, 8 May 2005 Iu-itelﬂnsearch
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Part VI:
Methodology Issues

@ Timothy Roscoe, 8 May 2005 INClgacearch
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PlanetLab as one of many
research tools

» Network simulators
- Ns2, SSF, OpNet,...
* Message-level simulators
- Often ad-hoc, app-specific
* Cluster-based emulation

- Emulab, Netbed
- ModelNet

. éc
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PlanetLab: the new NS2?

» PlanetlLab is slowly changing the
publishing culture

- "real” systems must now be deployed
- This is good...

» The danger is:
- PlanetLab becomes tAe requirement

- PlanetLab comes to define networking
reality

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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PlanetLab Fallacies

+ Symptom of its success and
enthusiastic reception!

* No "methodology” consensus yet
- Interesting area in itself

» Big difference between:
- What PlanetlLab can teach
- What PlanetLab can prove

* Need a more critical approach to
js’rbeds in research...

m—
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Fallacy #1: PlanetlLab is
representative of the Internet

* PlanetLab is skewed towards:
- The U.S.
- The GREN
- Well-connected commercial sites

+ Measurement-related work on
PlanetLab which extrapolates to
the Internet must be careful in its
claims!

. Timothy Roscoe, 8 May 2005 I elﬂnsearch
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Of course, is the Internet
itself representative?

* Enterprise networks are very
different

» The (public) Internet is a very
diverse environment anyway

* Hence:
- What claims is the research making?

- What do PlanetLab results do to
substantiate those claims?

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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PlanetLab presence

PLANETLAB

Timothy Roscoe, 8 May 2005

(rather out of date)

PlanetLak:
364 nodes
on 110 networks

Angle @ Lohgitude
Radiuz: Peering

B
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Top 100 ASHs

Top 900 ASHs

1 FPlanetLab Hode
2 PlanetLab Nodes
3 PlanetLab Nodex
4  PlanetLab Modes
5+ PlanetLab Hodes




Fallacy #2: Quantitative results
from PlanetLab are valid

» Experiments on PlanetLab are never
fully repeatable:
- Network conditions, machine load...
- Comparative system measurements on
PlanetLab are rarely credible
* Instead, more rigorous approach:

- Simulation, emulation, and deployment
cross-validation

- ModelNet, Emulab
= Long-term studies

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Fallacy #3. Quantitative results
on PlanetLab are never valid

* Longitudinal studies of service
behaviour over time

« Characterize the network
conditions

* Run different approaches in
parallel for long periods

. Timothy Roscoe, 8 May 2005 |_i|-e|

PLANETLAB Be'rkele



Reasons to be sceptical when
reviewing papers:

"As well as simulation results, we
have run our system on PlanetLab”
- Were the results commensurable?

- What was learnt from this?

- What difficulties were encountered?

- Does PlanetLab match the motivating
scenario?

- Did it really work?

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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Reasons to be sceptical when
reviewing papers:

"We present results from running
on n hodes of PlanetLab”

- Why is n< 100?
- How were the nodes selected?
- Were the nodes "cherry-picked"?

- How is scalability beyond # being
demonstrated?

- Did it really work?

. Timothy Roscoe, 8 May 2005 Iu-ilelﬂnsearch
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What PlanetLab can teach

» Discover new "issues” with system
designs
- E.g. DHT stability
- Not easily found with simulations

» Highlight bad assumptions about the
real network

» Derive well-grounded principles and
abstractions for building real systems

- Attract real users, real workloads, and
their challenges.

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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PlanetLab /s..

» Almost the only platform so far to:

- Capture the systems challenges in
wide-area distributed systems

- Test what works and what doesn't in
the wide area

- Enable researchers to deploy long-
running broad-coverage services and
attract real users

. Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch

PLANETLAB Berkeley



Part VII: Where to go
for more information

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Basic documentation

Web site: http://www.planet-lab.org/
- FAQ

- Wiki (contributel)

- Guides

- API documentation

Other sites:

- Danny Bickson's guide:
http://www.cs.huji.ac.il/labs/danss/planetiab/Planetl
abProjectHowto.pdf

- Ian Wakeman's tutorial:
http://www.informatics.sussex.ac.uk/research/ngn/s
lides/planetlabO5talks/tutorial/

Google is your friend...

[ ]
: I_J-
i I "‘elﬂnengrnh
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Not sure what you're doing?

* The users’ list:
- users@lists.planet-lab.org

* Moderated

» V. High signal to noise ratio
» Surprisingly helpful peoplel
» ALL users should subscribe.

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Something seems to be
broken?

» Support list:
- support@planet-lab.org

* Front-end to trouble ticket system
at Princeton

* Responses within 24 hours or so

+ Sometimes responses go to the
users list

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Want to get more involved?

* The support community list:
- support-community@planet-lab.org
* Copy of mail sent to

support@planet-lab.org, plus intra-
support traffic

* Chance to see how much work they
really do!

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Want to get much more
involved?

* The architects’ list:
- arch®@lists.planet-lab.org

- Discussion of architectural
directions and technical decisions

» Come to PlanetLab meetings
- Or host onel

* Write proposals up as PDNs

@ Timothy Roscoe, 8 May 2005 Iﬁ*elﬂnsearch
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If you don't like it, fix it!

» Infrastructure services can be run by
any PlanetLab user

* Ask PLC nicely if you need extra access
privileges
- E.g. ability to create slices

» Tell people about your service on
users@lists.planet-lab.org

» Complain about why you can't build your
service on arch@lists.planet-lab.org

; Timothy Roscoe, 8 May 2005 |_"-e|
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If you don't like it, fix it!

- Download "PlanetlLab-in-a-box"

» All node OS code available from
https://cvs.planet-lab.org/

* Requirement for a node is only that
it implements the node manager
inferface (mostly).

@ Timothy Roscoe, 8 May 2005 INClgacearch
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Above all...

Have funl

Enjoy the experience of running a
service for real

Go and build useful things
Do interesting research

Remember: PlanetLab is a
community
= It's yours as much as anyone else's

@ Timothy Roscoe, 8 May 2005 I-_il‘el Rocearch
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Thanksl

Timothy Roscoe (Mothy)
timothy.roscoe@intel.com
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